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INTRODUCTION

Algorithms that work with deep learning and big data are getting better
and better at doing more and more things: They quickly and accurately
produce information, and are learning to drive cars more safely and reli-
ably than humans. They can answer our questions, make conversation,
compose music, and read books. And they can even write interesting,
appropriate, and—if required—funny texts.

Yet when it comes to observing this progress, we are seldom com-
pletely at ease—not only because of our worries about bias, errors, threats
to privacy, or malicious uses by corporations and governments. Actually,
the better the algorithms become, the more our discomfort increases. A
recent article in the New Yorker describes one journalist’s experience with
Smart Compose,' a feature of Gmail that suggests endings to your sen-
tences as you type them. The algorithm completed the journalist’s emails
so appropriately, pertinently, and in line with his style that he found
himself learning from the machine not only what he would have written,
but also what he should have written (and had not thought to), or could
want to write. And he didn't like it at all.

This experience, extremely common in our interactions with suppos-
edly intelligent machines, has been labeled the “uncanny valley”:* an
eerie feeling of discomfort that appears in cases where a machine seems
too similar to a human being—or to the observer themself. We want the
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X INTRODUCTION

machine to support our thoughts and behaviors, but when we find what
appear to be thoughts and behaviors in the machine, we do not feel com-
fortable. Today, each of us customarily communicates with automated
programs (bots) with little attention given to their nature—when we buy
plane tickets online, when we ask for assistance on the web, when we
play video games, and on many other occasions.’ Nevertheless, when
we reflect on or debate the subject of algorithms, we still find ourselves
discussing topics such as the possibilities of a machine passing the Tur-
ing test,* the arrival of a technological “singularity,” or the creation of a
superintelligence far beyond human abilities.* We compare ourselves to
machines, and we don't like it if they seem to be winning. In our endeav-
ors to build intelligent machines, we do not just wonder whether we have
succeeded, but if the machines are becoming foo smart.

But is this really what we have to worry about? While we may get an
eerie feeling around machines that resemble us a little too closely, should
we say that the fundamental risk of algorithms is that they might compare
or compete with human intelligence? This book starts from the hypothesis
that analogies between the performance of algorithms and human intel-
ligence are not only unnecessary, but misleading—even if the reasoning
behind them appears plausible. Today, after all, many algorithms seem
to be able to “think” and communicate. In communication as we know
it, our partners have always been human beings, and human beings are
endowed with intelligence. If our interlocutor is an algorithm, we impul-
sively attribute to “him” or “her” the characteristics of a human being. If
the machine can communicate autonomously, one thinks, “it must also
be intelligent,” although perhaps in a different way than humans. On the
basis of this analogy, research has focused on the parallels and differences
between human intelligence and machine performance, observing their
limits and making comparisons.® But is it really advisable to continue fol-
lowing this analogy?

That we can communicate with machines, I argue, does not imply
that they have their own intelligence that needs to be explained (an
explanation that may also require explaining the mysteries of “natu-
ral” intelligence), but that, foremost, communication is changing. The
object of study in this book is not intelligence, which is and remains a
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INTRODUCTION Xl

mystery, but communication, which we can observe and about which we
already know a great deal. For example, we know how communication
has changed over centuries and with the evolution of human society. We
know that communication has moved from simple interactions between
parties sharing physical space to more flexible and inclusive forms, which
have also allowed communication with previously inaccessible partners
distant in space and time, in increasingly anonymous and impersonal
settings.

Within the evolution of communication, the role of human beings
has changed profoundly. Today there is no need for partners to be pres-
ent; there is no need to know who they are and why they communicate,
nor to know what they mean and to take it into account. We can read
and understand the instruction booklet of a dishwasher without knowing
who wrote it and without identifying ourselves with the writer’s point of
view; we interpret a work of art without being bound to the perspective
and intention of the artist.” There is no need for most information to be
stored in someone’s mind (nobody knows the civil code by heart), and
in all cases of fiction, we identify with the characters of novels and films
knowing that they never existed and that they are not the authors of the
communication they carry along. The idea of successful communication
as a precise sharing of identical content between the minds of partici-
pants has been unrealistic for many centuries, in practice if not in theory.
In most cases, issuers and receivers do not know each other, do not know
each other’s perspectives, contexts, or constraints—and do not need to
do so. On the contrary, this lack of transparency allows for otherwise
unthinkable degrees of freedom and abstraction.

That communication changes its forms is not new and is not an
enigma. Rather, the issue is identifying and understanding the differ-
ences and continuities between forms old and new. Today, the autonomy
of communication from the cognitive processes of its participants has
gone a step further. We need a concept of communication that can take
into account the possibility that a communication partner may not be a
human being, but instead is an algorithm. The result, already observed
today, is a condition in which we have information whose development
or genesis we often cannot reconstruct, yet which is nevertheless not
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Xl INTRODUCTION

arbitrary. The information generated autonomously by algorithms is not
random at all and is completely controlled—but not by the processes of
the human mind.®

How can we control this control, which for us can also be incom-
prehensible? This is, in my opinion, the real challenge that machine-
learning techniques and the use of big data pose to us today.

The chapters of this book elaborate on this perspective while investigat-
ing the use of algorithms in different areas of social life. What do we see,
not see, or see differently, if we consider the workings of algorithms as
communication, rather than intelligence?

The book opens with a discussion on the adequacy of the classic meta-
phor of artificial intelligence, as well as derivatives such as neural net-
works, to analyze recent developments in digital technologies and the
web. The latest generation of algorithms, which in various forms have
given rise to the use of big data and related projects, does not try to arti-
ficially reproduce the processes of human intelligence. This, I argue, is
neither a renunciation nor a weakness, but the basis of their incompa-
rable efficiency in information processing and in their ability to interact
with users. For the first time, machines are able to produce information
never before considered by a human mind and act as interesting and
competent communication partners—not because they have become
intelligent; instead, it is because they no longer try to do so. The pro-
cesses that drive algorithms are completely different from the processes
of the human mind, and in fact no human mind nor combination of
human minds could reproduce them, much less understand algorithmic
decision-making processes. Yet human intelligence remains indispens-
able. Self-learning algorithms are able to calculate, combine, and process
differences with amazing efficiency, but they are not able to produce
them themselves. They find the differences on the web. Through big data,
algorithms “feed” on the differences generated (consciously or uncon-
sciously) by individuals and their behavior to produce new, surprising,
and potentially instructive information. Algorithmic processes start from
the intelligence and unpredictability (from the contingency) of users to
rework them and operate intelligently as communication partners, with
no need to be intelligent themselves.
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INTRODUCTION Xl

The subsequent chapters explore the consequences of this condition
in practical work with algorithms. In chapter 2, I trace the proliferation
of lists in digitized societies to a fact about lists known since antiquity:
they make it possible to manage information one does not understand—
possibly producing new information as a result. I analyze use of visu-
alization in the digital humanities in chapter 3 as a technique to make
meaningful the results of the incomprehensible procedures of algorithmic
text processing. Chapter 4 deals with digital profiling and algorithmic
individualization, which implement paradoxical forms of standardized
personalization and generalized contextualization, thereby redefining the
meaning of “context reference” and “active public.” The enigmas inher-
ent in the attempt to realize a technique of forgetting through algorithms
(“remembering to forget”) are the focus of chapter 5, which discusses the
possibility of using algorithms for this purpose precisely because of their
peculiar inability to do so. Finally, chapter 6 queries the consequences of
digitization on the use of photographs, which today seem to be produced
to escape the pressure of the present rather than to preserve experiences
as memories.

The book closes with an analysis of algorithmic prediction in chap-
ter 7, which wraps up my exploration by returning to intelligence and
its digital forms. In the wake of the increasing lack of transparency of
increasingly efficient algorithms, the idea is emerging that machines are
incomprehensible primarily because there is nothing to understand—and
there is nothing to understand because machines do not understand. Algo-
rithms seem intelligent not because they can understand, but because
they can predict. As Ilya Sutskever, chief scientist at OpenAl, explicitly
states in reference to software for automated writing: “If a machine . . .
could have enough data and computing power to perfectly predict. . . that
would be the equivalent of understanding.”’

Prediction is the new horizon of research on artificial forms of intelli-
gence, in a context that radically changes the terms of the question: when
you work with algorithms, the issue is not explaining but predicting, not
identifying causal relationships but finding correlations, not managing
the uncertainty of the future but discovering its structures (patterns). Yet
the world remains uncertain, the future remains open, and the use of
algorithms must still be explained. It is here, in my opinion, that the
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XIV INTRODUCTION

issue of control and the challenge of algorithms arise today—of how to
manage the impact of their meaning-independent procedures in a global
society in which meaning, contingency, and uncertainty are still precious
resources.

Bologna, February 2021
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ARTIFICIAL COMMUNICATION?
ALGORITHMS AS INTERACTION
PARTNERS

COMMUNICATION WITH ALGORITHMS

Whether algorithms can “think” is still very uncertain." What is more
certain is that contemporary algorithms, based on machine learning and
big data, can participate in communication. Today’s algorithms can act
as communication partners. Precise estimates are difficult, yet it is claimed
that bots are the authors of approximately 50 percent of online traffic.”
Millions of Twitter users are bots,> most fake Facebook accounts are cre-
ated by automated programs,* and at least 40 percent of Wikipedia edit-
ing is carried out by computer-controlled accounts.® According to an
evaluation by the Oxford Internet Institute, highly automated accounts
generated close to 25 percent of all Twitter traffic about the 2016 US presi-
dential election.® That Google and Facebook are driven by algorithms is
well known, with the paradoxical consequence that the “discovery” that
human operators guide the selection of news in Facebook’s list of tending
topics was perceived as a scandal.” Automated systems are also used in
personalized communication; on Gmail, Smart Reply recognizes emails
that require responses and generates perfectly adequate natural language
answers on the fly.® Spotify’s most popular compilation, Discover WeeKkly,
is entirely assembled by an algorithm—as well as its Release Radar, a
hyperpersonalized playlist of the latest tracks.’
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2 CHAPTER 1

Algorithms can also be the authors of texts and books in traditional
printed media. Companies like Narrative Science'® and Automated
Insight'' have developed algorithms to produce texts that are indistin-
guishable from those written by human authors: newspaper articles,
brochures for commercial products, textbooks, and more. Philip Parker,
professor at INSEAD in Fontainebleau, patented a method to automati-
cally produce plausible and informative books, including more than
one hundred thousand titles already available on Amazon.com. Robo-
journalism is regularly used by the Associated Press and many companies
like Samsung, Yahoo, Comcast, and others."

Often, moreover, we talk directly with algorithms. We routinely book
train tickets, make appointments, and ask for assistance via dialogue with
chatbots. Digital personal assistants like Apple’s Siri, Amazon’s Alexa, or
Google Assistant use natural language interfaces to answer new questions,
manage calendars, or offer individual suggestions and recommendations.
In many cases, these programs seem to know the users better than their
human partners and often better than the users themselves,"* anticipat-
ing their needs and demands even before they emerge.

How should we interpret these amazing developments in the communi-
cative performance of algorithms? Communication as we know it normally
takes place between humans (or at most between humans and other living
beings). If machines now participate in communication, does this mean
that machines have become human, or at least that they have learned to
reproduce the intelligence of human beings? Are we witnessing the realiza-
tion of the ideal of an artificial intelligence (AI) that has accompanied the
progress of digitization from its beginnings,'* or are we facing something
different that requires a transition to a different way of thinking?

In this chapter, I argue that what we can observe in interactions with
algorithms is not necessarily an artificial form of intelligence, but rather
an artificial form of communication. Intelligence and communicative
capacity are not the same thing. Algorithms are able to act as commu-
nication partners—whether they are intelligent or not is another matter.
Modern machine-learning algorithms are so efficient not because they
have learned to imitate human intelligence and to understand informa-
tion, but rather because they have abandoned the attempt and the ambi-
tion to do so and are oriented toward a different model. Machine-learning
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ARTIFICIAL COMMUNICATION 3

algorithms that use big data, I claim, are artificially reproducing not intel-
ligence but communication skills, and they do so by parasitically exploit-
ing the participation of users on the web.

The concept of communication must be reconsidered. Can we still talk
of communication when one of the partners has no understanding of the
information conveyed? What does this mean for social information pro-
cessing? In the following pages I try to give an answer to these questions
by examining the notion of communication and proposing a concept
that does not presuppose any sharing of thoughts between participants.
In the final part of the chapter, I show the consequences of the shift from
intelligence to communication in the design of algorithms and, in par-
ticular, in the idea of autonomous-learning programs.

ARTIFICIAL COMMUNICATION

The protagonists of the current communicative revolution are algorithms,
but algorithms by themselves are not new. The concept of the algorithm
dates back at least to the Middle Ages, the term itself having roots in
the latinization of “al-Khwarizmi,” the name of a Persian mathematician
from the ninth century.'”” What is new is the recent exploitation, made
possible by the use of big data and machine-learning techniques, of a
specific feature of algorithms—their lack of intelligence.

The advantage of algorithms has always been one of not requiring any
“creative” thought in their execution.'® As with computers, they carry
out operations in sequence according to precise instructions, proceeding
mechanically.'” In algorithms, and in the digital management of data that
relies on them, information processing and mapping have nothing to do
with understanding—indeed, in many cases a need for understanding
would rather be an obstacle.'® As the number of elements to be analyzed
grows (up to today’s incredible scales of petabytes and zettabytes) the
operations of these machines become less and less comprehensible'’—
yet their performance not only does not decrease, but gradually becomes
more precise and reliable. Digital machines have other ways to test the
correctness of their procedures.

The communicative relevance of algorithms is actually related to their
independence from understanding. We are facing a way to process data
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4 CHAPTER 1

(and to manage information) that is different from human information

processing and understanding.?

My assumption is that this difference is
not a liability but instead is the very root of the success of these technolo-
gies. Just as human beings first became able to fly when they abandoned
the idea of building machines that flap their wings like birds,*" digital infor-
mation processing managed to achieve the results that we see today after
abandoning the ambition to reproduce in digital form the processes of the
human mind. Now that they no longer try to resemble our consciousness,
algorithms have become more and more able to act as competent commu-
nication partners, responding appropriately to our requests and providing
information neither constructed nor reconstructable by a human mind.*

This is already evident in our practical use of algorithms, but not
always in our theorizing about them. The metaphors used in the field
of big data and machine learning retain a reference to the human mind
and its processes. Take, for example, the widespread idea that recent pro-
cedures of deep learning are so effective because they are based on bio-
logical neural networks, replicating the functioning of the human brain.
As most researchers admit,®> however, we still know very little about the
workings of our brains, which makes the analogy quite curious—does it
make sense to take our ignorance as a model?** If machines no longer try
to understand meaning as happens in the human mind, shouldn’t we
find a different, more fitting, metaphor?

Recent approaches to big data are very different from the programs
of Al research from the 1970s and 1980s, which aimed to reproduce the
processes of human intelligence, by imitation or by analogy (“strong”
or “weak” Al, respectively), with a machine.”® This is no longer the
case. As some Al designers explicitly declare, “We do not try and copy

intelligence”?®

—for this would be too heavy a burden. Translation pro-
grams do not try to understand the documents they translate, and their
designers do not rely on any theory of language learning.”” Algorithms
translate texts from Chinese without knowing Chinese, and their pro-
grammers do not know it either. Spell checkers correct typographical
errors in any language, knowing neither these languages nor their (vary-
ing) conventions. Digital assistants operate with words without under-
standing what words mean, and text-producing algorithms “don’t reason

like people in order to write like people.””® Examples multiply across all
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ARTIFICIAL COMMUNICATION 5

areas in which algorithms are the most successful. Algorithms compet-
ing with human players in chess, poker, and Go have no knowledge of
the games nor of the subtleties of human strategies.?” Recommendation
programs using collaborative filtering know absolutely nothing about the
movies, songs, or books they suggest, yet operate as reliable tastemakers.*
Computer-based personality judgments work “automatically and with-
out involving human socio-cognitive skills.”*!

These programs are reproducing not intelligence but rather communi-
cative competence. What makes algorithms socially relevant and useful
is their ability to act as partners in communicative practices that produce
and circulate information, independently of their intelligence. Could
we say that machine-learning programs realize not an artificial intelli-
gence but a kind of artificial communication, providing human beings
with unforeseen and unpredictable information? Maybe our society as
a whole becomes “smarter” not because it artificially reproduces intel-
ligence, but because it creates a new form of communication using data
in a different way.

That the focus of the web is on communication rather than on intel-
ligence is confirmed by the rampant success of social media, which had
not been foreseen in any model of digital evolution. The web today is
organized more through contacts, links, tweets, and likes than by mean-
ingful connections between content and between sites*>—it is driven by
communication, not by meaning and understanding.** Every link (every
communicative behavior) is treated as a like, and “liking” and “being
like” have also been equated.** Everything that happens online is used
as a fact and thus becomes a fact, having consequences and producing
information.

CAN WE COMMUNICATE WITH PARTNERS THAT DO
NOT THINK?

If we are to examine communicative competence, and as such to shift
our reference from (artificial) intelligence to (artificial) communication,
we must start asking different questions. The focus is no longer on the
participants (on whether they are human or not, and what it means to be
human in a digital world);*® it is on the process of producing information.
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6 CHAPTER 1

Is what happens in the interaction with algorithms on the web “com-
munication,” or do we need to modify the concept? Does it still make
sense to speak of communication when data processing is performed by
a machine that does not understand the content being communicated?
Are the users of web services communicating, and if so, with whom? The
answers to these questions depend on our concept of communication,
and the concept should be powerful enough to also cover interactions
with machines.

Most concepts of communication require that the mental processes
of its participants converge on some common content. According to the
Latin root of the term “communication” (communicatio), it is assumed
that partners have the same thought in common, or at least part of it.
Communication happens if, at the end of the process, the receiver gets at
least some of the information that the issuer put into the channel. Even
considering noise and differences in coding/decoding, interpretation and
competence, the idea is that in a successful communication, some ele-
ment of the identity of information must be preserved.** The problem
with this approach, however, is that in the interaction with machines, we
are dealing with a situation in which one communication partner is an
algorithm that does not understand content, meaning, or interpretation.
It deals only with data.*” A user, therefore, shares no information (not
even partially) with their interlocutor, because the interlocutor does not
know any information. Can we still say that they are communicating?*®
Are we dealing with an “aberrant” condition, or with an unprecedented
form of communication?*’

My argument in the following sections follows Niklas Luhmann’s the-
ory of social systems and his notion of communication.* T claim that
the very reasons why Luhmann’s approach has been criticized (and often
misunderstood) are now the very reasons that make it particularly appro-
priate to deal with novel aspects of digital communication. Luhmann
explicitly refused to define communication in reference to conscious
subjects. The concepts of subject and individual, he argued, act only as
empty formulas for a very complex phenomenon that falls within the
competence of psychology and does not directly interest sociologists or
communication theorists.*' The objects of sociology are not subjects but
communications, in which the thoughts of the participating individuals
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ARTIFICIAL COMMUNICATION 7

(which are and remain indispensable) are not the constituent elements.
Luhmann’s theory of communication, therefore, distances itself from
psychic processes and their communicative role, thereby breaking with
this tradition in sociology.

That Luhmann’s concept of communication is not based on psychic
content and requires no sharing of thoughts among participants becomes
a great advantage when dealing with algorithms that do not think. In
all forms of communication, Luhmann argues, information is differ-
ent for everyone and always relative to a specific observer.** But a com-
mon identity of information among participants is itself not required for
communication.

Luhmann’s simple yet very effective innovation is to define communi-
cation starting from the receiver, rather than from the issuer. According
to his approach, communication comes about not when somebody says
something,* but when somebody understands that someone said some-
thing. One can write entire books and make elaborate speeches, but if no
one reads or listens or even notices it, there was no real communication.
Yet if a receiver understands information that (they believe) someone
uttered, communication takes place—whatever this information is to the
receiver, and whatever the issuer had in mind (or indeed did not have in
mind). I do not have to enter Proust’s mind to understand A la recherche
du temps perdu—an understanding that I may gain in another language
and experience a hundred years after the work was written. I only have
to understand his communication—in my way, and according to my
thoughts. The information I get from Proust’s work will inevitably be dif-
ferent from Proust’s thoughts, which makes communication an endless,
fascinating process of discovery.

Since information is always relative to the observer, the receiver
always obtains information that is different from what the utterer had in
mind.* The thoughts of the participants are not part of communication
itself, leading to an infinite variety of individual understandings. The
task of sociology and of communication theory is to analyze how this
diversity of understandings can still produce forms of coordination.*
Even without a shared understanding, not every interpretation is socially
acceptable, and explicit misunderstandings are an exception, rather than
the rule.
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8 CHAPTER 1

The fundamental power of this notion of communication, as concerns
our focus on algorithms, pertains to the fact that, in its noninclusion of
the thoughts of participants,*® such a notion could in principle extend to
participants that do not think (such as algorithms). If we start from the
perspective of the receiver, what counts is whether they take something
to be a communication partner. Since in communication the receiver
attributes the information obtained to their counterpart, however, the
partner is normally a human being;*” we do not normally communicate
with machines, to which this kind of information is not attributed.

This does not mean that machines cannot be informative, however.
We habitually gather information from objects in the world and from
machines—our watches, for example, tell us what time it is—but we do
not attribute the information to the watch. Our watch informs us about
the time, but only because it was constructed by someone in order to
convey that information. It does not develop its own way of dealing with
time and does not decide itself how to calculate it. We do not communi-
cate with our watch. Yet algorithms are confronting us with an unprec-
edented situation. From algorithms we get information that often was
not planned or available in advance and was unknown to the program-
mers themselves. Self-learning digital programs autonomously develop
their procedures and identify patterns, which they use to produce their
answers to our requests. In conversations with digital personal assistants
or social bots, for example, the information we get did not exist before
we formulated our request and is produced by the machine expressly to
respond to that request. Nobody knew that information in advance or
decided how to produce it—the algorithm generated it itself. The produc-
tion of information can be attributed only to an interactive partner, as in
communication—but in this case the partner is not a human being, but
a machine.

When we interact with algorithms, then, do we communicate with
them? Does their role in communication require us to consider them as
possible partners? It is a tricky matter. The issue of communication with
machines and the current relevance of the Turing test depend on the
answer to this question. The problem here is not whether the person is or
is not aware of dealing with a machine, for doing so is now an everyday
occurrence, and one where such a question is usually not relevant. Today
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ARTIFICIAL COMMUNICATION 9

our counterparts are often bots (in online services, video games, social
media) even if we are not aware of it—and when we are aware, as with
personal assistants, we do not normally care.*® What matters is whether
the interaction from which we gather our information has the features of
a relationship with a contingent, autonomous partner.

VIRTUAL CONTINGENCY

Contingency implies selection and uncertainty. It means that there are
a number of possible options to choose from, and our decisions could

always be different.*

However, algorithms by definition do not know
uncertainty; they do not choose between possibilities, nor are they cre-
ative, being designed to follow the instructions that program their behav-
ior. In this sense, algorithms are not contingent—which is why they can
operate so efficiently and reliably. Just like traditional machines, we
expect algorithms to be neither unpredictable nor idiosyncratic, even
when they deliver information. Different watches should all indicate the
same time to all users, if they work properly. As von Foerster observed, if
the outcome of a traditional machine becomes unpredictable, we do not
think that it is creative or original—we think that it is broken.*® We do
not care about the moods nor the perspectives of machines, only about
their results. We repair them precisely to restore their predictability.
Recent algorithms, however, are different: their semblance of contin-
gency is an essential feature. Even if these machines follow a completely
determined course, we want their outcomes to be unpredictable, and to
produce something we do not yet know—that is, new information appro-
priate to a given interaction with a user. The expected outcome is not
predicted by anyone and, in the case of self-learning algorithms, could
not be predicted—that’s why we use algorithms, and why they appear
creative. The dilemma faced by designers, therefore, is to build machines
that are creative yet controlled at the same time—to program the pro-
duction of unpredicted outcomes. Even if the machine is completely
determined, its behavior should appear contingent and react to the con-
tingency of the user. Cozmo, for example, a real-life toy robot based on
a series of machine-learning algorithms,*' is “programmed to be unpre-
dictable” without being simply random.*> Cozmo’s behavior must appear
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responsive and appropriate to the user, otherwise it is no fun. A personal
assistant like Alexa should respond appropriately to the user’s requests,
producing new and relevant information in the course of the interac-
tion. The paradoxical purpose of programming intelligent algorithms is
to build unpredictable machines in a controlled way. The goal is a con-
trolled lack of control.**

How can an algorithm act as a contingent partner in an interaction?
In some cases, the contingency of a machine is simply the projection of
the contingency of its user. This happens, for example, with the robotic
toys studied by Sherry Turkle that work well as communication partners
because children or elderly people interacting with them project onto
them their own contingency.* This always happens with dolls and pup-
pets, with which children play as if the toys understand and respond to
their behavior. What is reflected in the performance of robotic toys—and
what makes them more fun than traditional dolls—is not the ability to
understand but the ability to “perform understanding” in elaborate and
seemingly reactive ways.*®

Self-learning algorithms go further and do something more enigmatic.
When a user interacts with a learning algorithm,*® they face a contin-
gency that is not of their making—although it also does not belong to
the machine. The perspective that the machine presents is still a reflected
perspective—because the algorithm inevitably does not possess its own
contingency—although one which does not simply reflect the perspec-
tive of the user. Instead, what the algorithm reflects and represents is
the perspectives of other observers; what the user observes through the
machine is the outcome of the processing of other users’ observation. I
call virtual contingency the ability of algorithms to use the contingency of
users as a means of acting as competent communication partners.

GOOGLIZATION

Where do algorithms find the contingency they reflect? How do they
access the external perspectives they elaborate and present to their com-
munication partners? To be able to participate in communication, algo-
rithms must be on the web.”” As smart and sophisticated as algorithms
can be, artificial communication would not be possible without the
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web—a power only realized once algorithms were taken online. The path-
breaking effect of the “participatory web” (Web 2.0, and possibly 3.0)*®
was not so much customization, but rather an inclusion and exploitation
of virtual contingency.® Algorithms parasitically “feed” on contributions
by users and actively use them to increase the complexity of their own
behavior—along with the complexity of their communicative capaci-
ties. In interactions with learning algorithms, I claim, users experience
an (artificial) form of unpredictability and reflexivity. Such interactions
artificially reproduce the conditions of communication.

The prototype of this approach is Google, and this is also the reason for
its success. The breakthrough came in 1998 with the introduction of link
analysis in the World Wide Web.% Previously, information retrieval took
place by way of searching through a limited, unlinked, static collection
of documents. The organization and categorization of information were
entrusted to specialists such as librarians, journal editors, or experts in
various fields. Link analysis, instead, extends to the web and introduces
a form of information retrieval that becomes huge, dynamic (unlike tra-
ditional documents, web pages are constantly changing their content),
hyperlinked, yet above all, self-organized. The structure is decided not
by experts but by the dynamics of the web. And it is incomparably more
efficient.

The design of Google’s PageRank algorithm marked a conceptual turn,
“inventing” the internet as we know it today.*! Its authors, and later own-
ers of the company, describe it as starting from the idea of exploiting the
link structure of the web as a large hypertext system.®® The key insight
was to determine which pages are important and for whom, disregarding
the content of the pages themselves. To appropriately decide the ranking
of pages responding to users’ requests, the idea was to use information
that is external to the web pages themselves and which rather refer to
what other users did in their previous activity. In other words, to decide
which pages are important, PageRank does not look to see what the pages
say or how they say it, but instead looks at how often they were linked
to and by whom. The ranking is based on the number of backlinks to the
pages (how many times they have been pointed to by other websites)
and on their importance—where the “importance” of backlinks depends
itself on how many links they in turn have. The definition of “relevance”
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is openly circular: a page has high rank if the sum of the ranks of its
backlinks is high,* including both the case of a page with many not par-
ticularly authoritative backlinks and the case of a page with a few highly
linked backlinks.

The genius of PageRank’s innovation lies in relinquishing the goal of
understanding what the page says and relying solely on the structure and
the dynamics of communication. Google’s creators did not try to come
up with a great organizational scheme for the web based on experienced
and competent consultants, as did competing search engines like Alta-
vista and Yahoo.* They did not try to understand and build an algorithm
that understands; instead, “they got everyone else to do it for them” by
surfing the net and making connections.®® Content comes into play later,
as a result and not as a premise. Google uses the links to learn not only
how important a page is, but also what it is about. If the links to a given
page use a certain sentence, the system infers that the sentence accu-
rately describes that page and takes this into account for later searches.
The algorithm is designed to apprehend and reflect the choices made by
users,®® activating a recursive loop in which the users use the algorithm
to get the information, their searches modify the algorithm, and the algo-
rithm then impinges on their subsequent searches for information. What
the programmers design is only the algorithm’s ability to self-modify.
What and how the algorithm selects depend on how users are using it.

This system has been developed further to take into account factors
beyond popularity, such as users’ click behavior, reading time, and pat-
terns of query reformulation.”” As Google declares in the InsideSearch
pages of its website, algorithms today rely on more than two hundred
signals and clues referring to “things like the terms in websites, the fresh-
ness of content, your region.”®® The company produced a “Knowledge
Graph” that provides a semantic connection between billions of enti-
ties and allows for more rapid and appropriate responses, also including
information and results not yet thought of by anyone. The “intelligence”
of the system, however, derives from its use of previous user activity and
from sources of information already available on the web, from Wikipe-
dia to databases of common knowledge. As John Gianandrea, director of
engineering at Google, declared: when one is googling “Einstein,” “We're
not trying to tell you what’s important about Einstein—we’re trying to
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tell you about what humanity is looking for when they search.”® The
intelligence of the system is the intelligence of the users that the algo-
rithm exploits to direct and organize its own behavior.

Google has become the symbol of an approach that can be found in
other successful projects on the web.” Since 2003 the term “googlization”
has been employed to describe the spread, in more and more applications
and contexts, of a model that does not rely on traditional status makers
like editors or experts, but “feeds” on the dynamics of the web to orga-
nize its operations and even itself.”! Vaidhyanathan argues that the web
is guided by a “googlization of everything” that takes advantage of the
operations performed by users to produce a condition in which “Google
works for us because it seems to read our minds.””? In reality, Google does
not need such powers. Rather, Google merely uses the results of what we
had in mind in order to produce that which we did not.

Google, along with other systems that work in the same way, feeds on
the information provided by users to produce new information, which is
introduced into the circuit of communication. It is this information that
users obtain from their interactions with algorithms, and which can only
be attributed to the algorithms themselves. When speaking of interac-
tions with algorithms, it makes no sense to refer only to the perspective
of those who entered the data, because they could not know precisely
how the data would be used. Similarly, it makes no sense to refer to the
perspective of what the algorithm itself meant, because it did not mean
anything. Constraints and orientation depend not on intentions but on
programs, which are normally inaccessible.”?

Algorithms make selections and choices based on criteria that are not
random, instead reflecting and elaborating upon the indeterminacy of
their participants. Users receive contingent responses that react to their
contingency using the contingency of other users. While they do not
directly communicate with this assortment of other users, the result of
this interaction is a specific answer to a specific question which would
not exist if other users were not also engaged in communication. Google
and similar models appear to communicate with their users, and are able
to do so precisely because they do not try to understand content. They do
not artificially reproduce intelligence, but directly engage in communica-
tion. In light of this, are we dealing with a new form of communication?
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WHAT ALGORITHMS LEARN

If interaction with learning algorithms is communication, we are deal-
ing with a form of artificial communication. By “artificial” here I mean
more than a communication that was produced by someone, since all
communication would be artificial in this sense.”* A communication is
artificial when it involves an entity—the algorithm—that has been built
and programmed to act as a communication partner by someone who
does not participate in the communication. It is communication with an
artificial partner.”

Considering artificial communication more