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1. Introduction

Our lives are being transformed by the interplay between mobile networks, wireless
communications, and artificial intelligence. This transformation is an outcome of the emerging
Internet of Things (IoT) concept, and the advancements in computer architectures that translate into
high computing power, high-performance processing, and huge memory capacities. In addition to the
IoT, as a very close concept, cyber–physical systems target seamless integration of physical systems
with computing and communication resources. Furthermore, in urban areas, the integration of the
“software-defined sensor networks” and “sensing as a service” concepts with legacy Wireless Sensor
Network (WSN)-based systems is leading to the transformation of conventional city services towards
smart cities.

Smart energy, smart driving, smart homes, smart living, smart governance, and smart health
are just a few services that can be offered by smart cities. Furthermore, while these concepts are
major application areas, smart citizens close the loop by participating in sensing, actuating, and
decision-making processes. In smart cities, legacy WSN-based services are extended by having citizens
that act as sensors. Opportunistic or participatory sensing models enable groups of individuals to
collaboratively work toward the same goal with strong interaction links, even though this does not
always require strong social links between them. Thus, dedicated and nondedicated wireless sensors
form communities, and collaborating communities form social networks where interaction can occur
in the form of software-defined sensing. This transformation in WSNs introduces unique solutions for
the communication plane of smart cities.

In addition to communication-plane challenges, smart environments require IoT and WSN sensors
to report massive amounts of unstructured data in a heterogeneous format, which, in turn, leads to the
big sensed data phenomenon. Additionally, addressing the high volume by effective machine-learning
or data-mining techniques, novel data-acquisition and -processing methodologies for big sensed
data are emergent in order to address the high-velocity, -variety, and -veracity aspects. Moreover,
in order to effectively offer smart-city services, it is viable to envision a massive amount of connected
wireless/wired sensors/IoT devices. Thus, scalability remains an open issue when integrating the
components of a smart city that are mentioned above. While ensuring the scalability and connectivity of
this infrastructure remains an open issue, the battery limitation of wireless sensors is a great challenge,
especially in time-sensitive services in smart cities.

In this Special Issue, we sought contributions that focus on novel solutions for Wireless Sensor
and Actuator Networks (WSANs) in smart cities. The Special Issue has had contributions from
academic and industry researchers in computer science and engineering, electrical engineering and
communication engineering, as well as ICT industry engineers and practitioners. The contributions
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were original articles in all aspects of wireless sensor networks and actuator systems for smart cities.
Particular topics of interest were as follows:

• Physical layer challenges in WSNs in smart-city applications.
• Cross-layer solutions for WSNs and IoT to support smart-city services.
• WSN and IoT architectures, protocols, platforms, and algorithms.
• Device-to-device networks for smart cities.
• Application-layer protocols for WSNs to enable efficient smart-city applications.
• Planning of sensor networks in smart cities,
• The interplay between dedicated and nondedicated sensing.
• Opportunistic and participatory sensing in smart cities.
• Design and Management of Mobile Crowd-Sensing Systems in smart cities.
• Energy-harvesting solutions for WSNs in smart cities.
• Vehicular sensing solutions for smart-city applications.
• Novel sensory data-acquisition techniques.
• Real-time and near-real-time data analytics on sensory data,
• Software-defined sensor networks and sensing as a service in smart cities.
• Security, privacy, and trust in smart-city sensing.
• Smart-city big data and open data.
• Standards for IoT and WSNs in smart-city applications.
• Application, deployment, testbed, experimental experiences, and innovative applications for

WSN-enabled smart cities.
• IoT-driven smart governance, smart economy, and smart environments.

The Special Issue has covered most of these research topics by an outstanding collection of
featured articles that have been selected through a rigorous peer-review process. The accepted
articles have introduced further investigations beyond the listed topics under the smart-cities context.
The contributions of the articles in this Special Issue are summarized in the following section.

2. Summary of Contributions

This special issue is a collection of unique contributions that address various issues in WSANs and
smart cities by providing useful insights for future research in this field. After a rigorous and iterative
peer-review process, eight papers have been selected by considering recommendations and feedbacks
of at least three independent reviewers per paper in at least two rounds of review. The papers in this
Special Issue have been contributed by 27 authors from academia and industries spanning various
regions in the world, particularly North America, Europe, Asia, and North Africa. Each paper cites
high-impact and scholarly references in the literature that make up a pool of 251 state-of-the-art
references in total for further investigation in the research topics.

The articles that appear in this Special Issue form a diverse collection of topics studied under
the scope of WSANs for smart cities. These include low-cost IoT implementation for smart-village
settings [1], smart parking systems exploiting WSNs [2], Machine-To-Machine (M2M) Networking
over LTE for smart- city services [3], WSN-driven smart waste-management systems for sustainable
cities [4], user-support systems with wearable sensors and cameras [5], a SmartInsoles Cyber–Physical
System (CPS) for mobile gait analysis [6], energy-harvesting systems for WSNs [7], and IoT for WSNs
in smart cities [8].

Smart villages are promising infrastructures under the smart-cities concept. The selection of
proper wireless access technologies for smart villages is of paramount importance. The author of
Reference [1] presents a smart-village setting and proposes a conceptual framework to evaluate the
cost of IoT deployment. The author presents the viability of launching an IoT project in a smart village
with limited upfront investment and minimum external funding. The author considered WiFi for the
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networking infrastructure as opposed to LPWAN technologies including LoRaWan. To this end, with a
single gateway’s capability to serve the whole smart village, replacing the WiFi APs with a single LoRa
gateway could reduce the number of cellular data subscriptions would increase the cost of hardware
equipment. On the other hand, the author acknowledges the popularity, shareability, and stability
of WiFi as its strengths for being preferred today. However, as those aspects are forecast to possibly
change in the upcoming years, the paper recommends to set a solid ground for the deployment of
LPWan technologies to realize IoT support for smart villages.

Smart parking is an important application in urban smart-city services. The authors of
Reference [2] present a smart parking system by exploiting the benefits of WSNs. The WSN-based
smart parking system calls an adaptable and hybrid self-organization algorithm for the WSN so that it
runs under both linear and mass parking cases while providing a better energy-management service
for sensors so that the battery lifetime of every sensor can be prolonged, which would consequently
prolong the lifetime of the entire WSN. Furthermore, besides the communication- and energy-related
issues, the system also facilitates driver assistance through an effective search mechanism for available
parking spots in the vicinity.

M2M networks are inseparable components of smart-city communication ecosystems. The authors
in Reference [3] present a priority-based M2M overlay network over LTE for smart-city services. Thus,
the overlay network is designed to allow the coexistence of a massive number of M2M devices with
Human-to-Human (H2H) traffic, and further access the network bypassing the full LTE handshake
procedure. In order to support multiple priority classes in the M2M network traffic, the IEEE 802.15.6
standard is adopted. Performance analysis of the M2M system combined with the H2H traffic reveals
the trade-offs required to meet the targets for sufficient performance and reliability for M2M traffic
when the H2H traffic intensity is known upfront. The authors show that their performance results
are promising to support this approach in various applications including crowd sensing, smart-city
monitoring, and beyond.

Smart cities also involve the introduction of policies for sustainability and community health at the
municipal and governmental levels. The authors of Reference [4] present a smart waste-management
system that uses WSNs to monitor accumulated waste levels in garbage bins within the borders of a
municipal region. The data collected from the WSN are aggregated in a Cloud platform and are fed into
a fast heuristic algorithm to determine the number of trucks, route per truck, and the order of collection
per bin in order to minimize the delay for the citizens, and/or minimize the cost of garbage collection
(in terms of mileage cost and pollution penalties) from the municipality’s standpoint. The authors also
present optimization models to verify the effectiveness of their proposed heuristic approaches.

Activity recognition aims at effective user-support systems in smart environments. The authors
of Reference [5] present a user-support system for fine-grained activity recognition by using two main
sources: wearables and cameras. The proposed system aims to identify the text at which a user is
gazing. This is based on the assumption that the text content is related to the user activity at that time.
The authors point out the fact that the text meaning depends on the location. Thus, they use wearable
sensors and a fixed camera so that the global location of the text is acquired via image matching by
using the local features of the images captured by these devices. Then, the feature vector is coupled
with the content of the text. The authors present experimental results with real participants in a
lab environment.

Smart health is an important application area in smart cities, and gait monitoring is one of the
fundamental well-being aspects. With this in mind, the authors of Reference [6] present a SmartInsoles
Cyber–Physical System (CPS) to measure gait parameters of multiple users in a restriction-free setting.
Participants involved in the experimental study performed 10 walks on the Tekscan Strideway gait-mat
system, while the SmartInsoles CPS system was worn at the same time. Analysis of spatiotemporal
data reveals useful information about seven parameters, namely, stride time, stance time, swing time,
double support time, step time, cadence, and gait time. The authors conclude that the outputs of the

3



J. Sens. Actuator Netw. 2018, 7, 49

two systems highly coincide, and the presented CPS system offers high accuracy as a multidevice
multisensory system for gait monitoring and analysis.

Battery lifetime of wireless sensor nodes has been a challenge since the very first days of WSNs.
The ubiquity of smart-city services can only be ensured with the significantly increased lifetime of
sensors and WSNs. The authors of Reference [7] propose an efficient solar-energy-harvesting system
with pulse-width modulation (PWM) and maximum power-point tracking (MPPT) to sustain the
batteries of WSN nodes. Following the design of several models for a solar-energy harvester system,
the authors run a series of simulations for solar powered DC-DC converters with PWM and MPPT
to obtain optimum results. The simulation study showed that the ambient solar-energy harvesting
system could ensure 87% and 96% efficiency by using PWM control and MPPT control techniques,
respectively. In order to validate their simulations, the authors also present an experimental study for
the PWM-controlled solar-energy-harvesting WSN.

In accordance with energy efficiency of WSNs, energy harvesting solutions should also be
complemented with smart network protocols. As a protocol-level solution to sustain WSNs in smart
cities, the authors of Reference [8] present a new routing WSN scheme in a context where IoT is used in
an opportunistic manner with the motivation of reducing the communication overhead in WSN nodes.
In the proposed scheme, a WSN is deployed in a smart-city setting, and it forwards the data toward
the sink node by interacting with IoT devices. To enable WSN–IoT interaction in an opportunistic
manner so as to significantly reduce the energy consumption of the WSN nodes, the authors presented
a prototype integration platform. The authors evaluated their proposal in a simulation environment
and presented interesting results that support the viability of opportunistic IoT usage in WSN routing.

3. Conclusions

The Special Issue on Wireless Sensor and Actuator Networks for Smart Cities features eight
high-quality articles, each of which addresses a different aspect of the subject. The contributions to this
Special Issue can be classified under two categories: application-driven/application-specific studies
and infrastructure/communication-driven studies. The former presents a selection of high-quality
works that tackle the effective use of WSANs on smart parking, user-support systems, smart health,
and smart waste management from the standpoint of application layer. The latter includes a pool of
high-quality studies that aim to address the communication challenges in the deployment of WSANs,
their coexistence with other wireless-networking technologies in smart cities, and overcoming battery
limitations through the lens of power and communications engineering.

In spite of the variety of their research foci under the scope of this Special Issue, all of the featured
articles in this issue are in agreement that research on WSANs for smart cities will continue to uncover
many outstanding issues and challenges for researchers and professionals in the sectors that are
involved with projects for realizing smart cities and communities.
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Abstract: The key factors for a successful smart-city project are its initial cost and its scalability.
The initial cost depends on several inter-related aspects that cannot be designed and optimized
separately. After the pilot deployment, scaling-up takes place only if the cost remains affordable:
an initial financial support may induce dependencies from technologies that become unsustainable
in the long period. In addition, the initial adoption of an emerging technology that fails to affirm may
jeopardize investment return. This paper investigates a smart-village use case, the success of which
strongly depends on the initial cost and scalability, exploring a low-cost way for Internet of Things
(IoT). We propose a simple conceptual framework for cost evaluation, and we verify its effectiveness
with an exhaustive use case: a prototype sensor designed and tested with its surrounding eco-system.
Using experimental results, we can estimate both performance and cost for a pilot system made of
fifty sensors deployed in an urban area. We show that such cost grows linearly with system size,
taking advantage of widely adopted technologies. The code and the design of the prototype are
available, so that all steps are reproducible.

Keywords: Internet of Things (IoT); smart village; low-cost; REST/HTTP; WiFi; virtual clock

1. Introduction

While several metropolitan cities have already successfully launched experiments for
environmental monitoring (like Barcelona [1] or Amsterdam [2] in Europe), there is a declared interest
to extend the experience to small towns, in the framework of wider projects [3–6]. A challenging aspect
of such initiatives is their long-term sustainability, especially in the transient from a pilot phase to large
scale deployment, as pointed out in [2]. This condition, per se critical, is definitely compromised if
external funding is suspended, and, unfortunately, sometimes a pilot project happens to lose interest
when its success is demonstrated.

Therefore sustainability has to be evaluated in the early stages of long-term perspective projects:
designers and administrators should bear in mind that a small community is unwilling to support
an expensive service, once the cost of success falls on its shoulders. Low cost, so long as system
performance is adequate for the task, allows taking full advantage of the efforts needed to launch the
project. This is why the low-cost keyword is relevant, and its importance is in fact demonstrated by
the frequency with which this feature appears in Internet of Things (IoT) literature.

Despite being so crucial, this concept is often left implicit, or imprecisely defined, considering only
a few components in the overall financial impact. Consequently, it may happen that an unexpensive
sensor depends on an expensive infrastructure, or that low costs are actually reached, but only in the
large scale.

In this paper, we consider the most restrictive situation, that of a small size project without
perspectives of economies of scale, and we define all the costs entailed in its realization. We keep into
account and exploit the presence of a collaborative social community, which significantly contributes
to lowering the project cost: this happens when users actively participate in its implementation and
support. The community expects from project realization a better quality of life, but gains also the
ability to share experiences and data with others, possibly with a financial return.

J. Sens. Actuator Netw. 2018, 7, 19; doi:10.3390/jsan7020019 www.mdpi.com/journal/jsan6
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We will use the term smart village, mediated from [3], to indicate the framework hosting the
project. In short, the smart village is a small community, with limited resources, but the solid intent to
improve its control on environmental resources, including air, water, energy, roads, parking lots, etc.
From such experiences, more than from generously financed pilot projects, others may obtain useful
hints, thus making the IoT really improve our lives.

The Cost of an IoT Project

The financial investment needed to implement an IoT project is split into several components;
each of them must be evaluated in order to pursue an overall low-cost strategy. Let us indicate five
relevant items:

• several sensors/actuators, that collect data, pre-process them, and implement the requested actions,
• a network that connects the sensors to data aggregators,
• a service infrastructure that aggregates and renders the information,
• salary for the developers and maintainers,
• energy requirements.

The task of minimizing the cost of a single component is not challenging, since prices are steadily
decreasing in this sector: it is more complicated to find a compromise that makes the whole project
affordable, which is the aim of this paper. Let us explore the dependencies among these components,
summarized in Figure 1.

The first two items in the above list are strongly related, since the sensor needs to interface
with the network infrastructure. At this moment, two Low Power Wide Area (LPWA) technologies
are in the process of reaching the market: the Long Range technology (LoRa), which operates on
unlicensed frequencies with a proprietary scheme, and the Narrow Band IoT, integrated in the Long
Term Evolution (4G-LTE) standard, which operates on licensed frequencies. Both of them promise to
become low-cost carriers for IoT data, but, at this moment in time, they are quite expensive in terms of
equipment and deployment or licenses, and introduce a further risk related with their success and
diffusion. Looking at more established technologies, we find the WiFi, with a solid experience in the
creation of urban networks, and the 3G cellular network, which entails relevant per-unit costs.

Figure 1. Cost components and their relationships.

Considering the processing infrastructure, the diffusion of specific IoT cloud services simplifies the
task of deploying the infrastructure, and delegates maintenance, power, and logistics to the provider
under a pay-per-use policy. A cloud deployment is elastic by nature, the initial cost being possibly
null, smoothly increasing with the size of the project. There is currently a number of providers that
offer attractive user interfaces, one of them being the popular ThingSpeak, but it is also possible to
take advantage and compose raw cloud resources, like data storage and web servers, that are available
at lower prices.
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The utilization of cloud services implies a connection from the network of things to the Internet,
and we find several infrastructures whose business model encapsulates cloud components, like SigFox.

Concerning development costs, we argue that they are tightly related with the quality of higher
education: they are lower when the project is based on popular technologies, which new generations
learn in Information and Communication Technology (ICT) courses. On the contrary, cutting edge
technologies have high costs. Using a popular technology, a collaborative community can contribute
to further lower the development costs: consider the case of a sensor implemented as a high school
course competition, or as the result of a crowd-sourcing initiative.

Energy consumption is the last component in the list, and the less relevant. Although our target
community does not ignore green precepts, it also does not want to incur relevant costs in order to
have devices that consume 0.5 mW instead of 50 mW. Nonetheless, it is relevant to evaluate this aspect,
in order to understand whether the device depends on the electrical grid, or may operate for months
on batteries (which, by the way, have a carbon footprint), or gathers energy from the environment
(solar, wind, bumps etc.), thus incurring a significant initial cost.

Finally, although costs are an issue, system performance needs to be adequate for the purpose.
The design may trade-off certain features, but there is a kernel of functions that needs to be present.
In other words, it is important to minimize the cost, but keeping the service useful.

This paper focuses on IoT affordability, trying to define a viable entry point for a small community
with a limited budget. For each of the components listed above, we are going to indicate the tools that
help to start an IoT project with limited resources.

It is a valuable and original contribution, since most papers address one aspect of the design,
disregarding the others. Instead, we want to undertake a holistic approach for the definition of a viable
strategy for smart villages.

2. Low-Cost Internet of Things

Let’s start our discussion from the networking infrastructure, which is the cornerstone of an
IoT system; the current trend is to deploy a dedicated infrastructure for IoT data, using Low Power
Wide Area Network (LPWAN) technologies, in addition to the ones already existing for voice and
human oriented Internet. Although LPWANs are rather stable from the technical point of view, on the
commercial side, strong contrasts are arising between hardware and service providers. Therefore,
our target community is not willing to take part in this game, in the fear of losing investments in a
technology that soon becomes outdated and unsupported.

The alternative is to use established technologies, like WiFi or 3G. From the technical point of
view, they have very little in common, but both exhibit the basic capability to send or receive small
pieces of data, being powered only when needed.

The advantage of 3G is that it does not need the deployment of an infrastructure to connect a
device to the Internet, since the local telecom provider is in charge of it. Although such service comes
at a cost, many 3G plans are emerging that prepare the market for the advent of LTE-IoT products,
with a cost of a few dimes per month. The cost of a 3G interface is in the range of $20, and Single Board
Computers (SBC), with integrated 3G capabilities are available for around $60.

In contrast, a WiFi deployment needs a network of access points (AP), a complex and expensive
operation. However, WiFi is a serious competitor of 3G in a smart village perspective, since the same
infrastructure is reusable for other services, like an urban WiFi service for shops, schools, and libraries.
In some cases, then, the service is already in place, and the IoT network can simply take advantage
of it. Another point in favor of WiFi is that interfaces are currently sold for a few dollars. Although
we may expect that, in the near future, LTE-IoT interfaces will reach similar costs; as a matter of fact,
the same budget can buy ten 3G interfaces or two WiFi hotspots with fifty interfaces. Depending on
whether the target application is sparse or dense, today either one of them is the best choice.

Among LPWan technologies, LoRaWan offers an attractive trade-off between WiFi and 3G,
coupling a wide range reach, with a non-proprietary infrastructure. A comparison between LoRaWan
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and other LPWan technologies is found in [7], cost analysis included, and a critical view of LoRaWan
is in [8]. There are three reasons that suggest to defer the adoption of such technology:

• popularity: the development is more expensive, since there is less experience and support for this
sophisticated technology;

• shareability: the LoRaWan, as any LPWan infrastructure, is dedicated to IoT, while WiFi provides
other services;

• stability: LoRaWan technology is rapidly evolving and has strong competitors [9]. It is therefore
exposed to improvements that are going to make existing equipment obsolete.

The price of LoRaWan devices is still slightly higher than that of WiFi: in the conclusive section,
we sketch a comparison between LoRaWan and WiFi, and discover that the difference of hardware
costs is an extra 50% for LoRaWan. Since popularity, stability and price are all exposed to change, in
the future, a LPWAN approach may become attractive for low-cost IoT systems.

To understand the advantages of a popular, shareable, and stable technology, consider the case
of a deployment in a supportive community, where families and shops with a public or private
Access Point are happy to adopt a mote, at the cost of a weekly battery recharge, or with a negligible
contribution in power and bandwidth. Although this opportunity depends on the connectivity of the
surroundings, there is no doubt that adopting a popular technology has social aspects that increase the
level of participation and contribution.

Sensor technology is tightly related to software production costs: if a popular development tool is
available for the sensor device, standard skills are sufficient to write the driving code. This is favorable
on the side of salary and development time. If the devices exhibit a common structure, we obtain a
similar advantage since designers accumulate experience, and one design is readily reused in others.

Two low-cost candidates with popular coding tools are the boards based on AVR chips (Atmel,
San Jose, CA, USA) (including the Arduino), and on the ESP8266 (Espressif Systems, Shangai, China).
Both are programmable using the Arduino Integrated Design Environment (IDE), which is successfully
used in schools of any degree (and even in a CoderDojo Kata). Other popular candidates are not
equally appropriate for the task, for reasons related with costs or development tools. For instance, the
Raspberry Pi, as well as other similar Single Board Computers (SBC), has a cost, power consumption,
and management complexity that dis-encourage its adoption as a low-cost sensor device; another
example is Particle Photon, which is not as popular as the Arduino family, and is currently more
expensive. STM32 based boards are a concrete alternative, but not as popular as the Arduinos.

While choosing an IoT-specific cloud service, one needs to take into account the risks of lock-in
and price escalation. A user can be locked in an IoT service in various ways that extend those found in
cloud computing. Here are listed four commercial policies that tend to lock-in an IoT business:

• data lock-in: when data can’t be easily ported to other providers and technologies, as with any
other cloud provision,

• technology lock-in: when the data repository is immersed in an ecosystem of smart services that
permeate the application,

• device binding: when the IoT device is bound to use only a given data repository,
• code binding: when the code for the IoT device is bound to use a given code repository.

Every cloud provider uses a different mix of the above commercial strategies, and it is difficult
to foresee which is more dangerous for a smart village. In order to protect the investment, probably
device and code binding should be avoided at all costs. Technology lock-in may be attractive, since it
helps to simplify the application, thus reducing development costs. Data lock-in is not relevant if
the application does not make use of historical data, like in a simple sensor/actuator loop control;
otherwise, the designer should check that periodic data download is feasible.

Price escalation occurs when the implemented project becomes popular and needs more resources
to grow: this may jeopardize scaling. In some cases, the price curve may be more than linear as the
project leaves the small scale of a pilot deployment: cloud services are often provided for free in early
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stages. Even in the favorable hypotheses of a linear price growth, the community should be prepared
to an increment of service cost, after it becomes really useful.

To cut the costs, it is possible to create an infrastructure using general purpose cloud services,
which are usually less expensive than specialized ones: for example, a PaaS web server as user interface
and data upload end-point, and a cloud storage as data container. The infrastructure costs are lower
than those of an IoT specific service, but development costs rise.

A further alternative consists of the creation of a server, either in the cloud or not, running one of
the available open-source IoT servers: ThingSpeak is one of them. In this case, the community needs
to pay for the server (either on premises or in the cloud) and for its maintenance.

The server should also provide data access not limited to raw measurements, but encapsulated in
web applications and services. Although it is possible to commission this task to external developers,
it is preferable that data are left open to those that contribute to the project, so that apps emerge directly
from the users. This option is viable only if the competence to create such applications is present in the
community: the adoption of cloud services with well known, standard interfaces helps.

The rest of this paper is organized as follows: after a survey of works that directly address low-cost
IoT systems, we introduce a case study that exemplifies and gives concreteness to the design principles
defined above. A fundamental step on this way is the definition of a benchmark, a set of features that
we want to be present in our system: such step states the rationale for the technical options that are
finally introduced in the prototype, and allows future comparisons with other solutions that aim to
reach the common goal of an affordable IoT architecture.

3. Brief Survey of Research Papers on Low-Cost IoT

This section is dedicated to a brief survey of recent IoT papers that have been selected because
they mention low-cost as one of the requirements. As we will see, this attribute is usually applied only
to one aspect of the problem, disregarding the overall cost, and frequently not fully justified.

Most of them come from developing countries, which demonstrates that IoT is considered as a
way to improve their quality of life, filling the gap with developed countries.

The applications considered in the selected papers may be divided into two families: urban
mobility, and management of primary resources, like water or energy.

The first family may be further divided into two sub-streams: traffic monitoring, and public
transportation management.

In the first sub-stream, Ref. [10] investigates traffic and road surface control using a compact
device that embeds a number of sensors, including a GPS receiver and an accelerometer. The paper
does not mention experimental results or implementation details to produce the device. Its cost is
estimated of $30, and the study comes from the USA.

With a similar target, Ref. [11] uses branded devices to fetch traffic characteristics, which are made
available to drivers. They expect a favorable impact on air pollution and economy. There is no explicit
statement about cost, though the authors claim to pursue a low one. The study comes from India.

In Ref. [12], the authors design a system that helps drivers find a free parking lot. Low-cost
is not addressed in this paper, but the design actually adopts low-cost technologies for hardware
and networking that are complementary to those explored in this paper: namely, an STM32
(STMicroelectronics, Geneva, Switzerland) for the SBC, and Narrowband IoT (NB-IoT) for networking.
The study comes from China.

The public transportation sub-stream is represented by [13], which uses WiFi sniffing techniques
to count people at bus stops and thus make a more effective use of coaches. The authors claim a
low-cost result, but the sensor device is a Raspberry Pi, a rather expensive, though powerful, SBC,
with a relevant power consumption. On the topic of power consumption, Ref. [14] quantifies the
difference between the Raspberry and Arduino-like boards. The authors do not evaluate the cost of the
device, but illustrate experimental results of an on-field experiment. The paper comes from the USA.
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There is another family of IoT applications where low-cost requirements are frequently found:
it aims to improve primary resources management.

The quality of the air is fundamental for an urban environment, and we have found three papers
on the subject:

• Ref. [15] uses a BeagleBone SBC (similar in concept and cost to a Rasperry Pi) equipped with
sensors and a GPS receiver. Low-cost, mentioned in the abstract, is not quantified. The work
comes from India.

• Ref. [16] is the paper that, in this survey, is most aware of aspects related to the cost. The authors
describe the prototype design and evaluate energy consumption, showing its dependency from
the target application. The Web infrastructure is based on an on-premises server, while sensor
networking uses WiFi. The work comes from Chile.

• Ref. [17] uses the GPRS infrastructure to deliver data obtained by low-cost sensors. The authors
tackle the goal of using low-cost sensors, which dominate other costs in these kinds of applications.
The paper marginally describes the infrastructure needed to collect, process, and present the data.
The work comes from Serbia.

Low-cost IoT solutions are also proposed for the management of supply networks.
The authors of [18] design a device for billing water consumption and to detect leakage and losses:

they do not introduce a new service, but aim at reducing the cost of an existing one. Several ways to
deliver data collected by sensors are explored, including handheld devices, GPRS and wireless Local
Area Networks (LAN). The design is from an Indian institution.

The electric grid is considered, with a similar purpose, in [19]. Energy consumption is measured
by an Arduino-like SBC and forwarded to a nearby Bluetooth device, where data are collected and
possibly uploaded to a database. The intent is to reduce costs and improve accuracy of conventional
devices. The authors are from Egypt.

In [20], the authors want to improve the management of electrical energy coming from several
renewable sources by controlling dynamic parameters of distribution lines and accumulators.
The paper gives little detail of the infrastructure used, and concentrates on end user applications and
sensors. The authors are from an Indian institution.

The reliability of the power supply grid is the target of [21]. An Arduino SBC is used to capture
signs of overload from electrical transformers using low cost sensors. Data are uploaded to a cloud
database using a wireless LAN, and records are kept for analysis. Also this work comes from India.

An application that is receiving increasing attention consists of a dense deployment of low-cost,
non-intrusive devices to monitor the safety of resorts areas, like parks and historical sites. Video capture
and WiFi sniffing allow a fine grain analysis of people around, but are not respectful of privacy. Instead,
coarse grain devices, like sound monitors and infrared sensors, gather relevant information without
compromising privacy and at a lower cost. In [22], the authors give the details of an IoT system
based on such kinds of sensors. The paper describes how data is gathered and filtered to obtain
significant data, and analyze the aspects of energy harvesting to power sensor devices. The authors
are from Singapore.

In summary, none of the papers gives sufficient details of all the aspects that contribute to the
cost. Likewise, none of them gives enough information to reproduce the solution. An analytic cost
evaluation and design reproducibility are the focus of this paper.

4. A Case Study: Arduino, WiFi, and ThingSpeak

Our case study is based on three cornerstones: Arduino, WiFi, and ThingSpeak. Around them,
we have implemented a complete solution, and we want to evaluate its limits and strengths: in this
section, we explain why we consider them as low-cost; in the next section, the solution is matched
against a benchmark application.

We start considering the sensor/actuator, which is the heart of an IoT solution. This component
is replicated, and the number of replicas is a measure of the size of the system; thus, the impact of
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its design is also multiplied. A flexible design may bring an economy of scale in the development,
since software components are reused.

Our choice for this component is Arduino, which is indeed the name of a family of development
SBCs (Single Board Computer) built around an Atmel AVR. We discard Arduino boards that have an
integrated WiFi interface: in fact, a survey reveals that such boards have a cost that is considerably
higher than the sum of the parts. In addition, the adoption of an integrated architecture restricts design
options, and often binds to external libraries and firmware. We conclude that the adoption of two
distinct boards, one for the SBC, another for the network interface, has a favorable impact on costs,
while keeping the design open and flexible.

For our purpose we need a board in the Arduino family that is suitable for deployment, not
markedly oriented to development. The Arduino Mini-pro board meets such requirements, and costs
a few dollars: it hosts a Atmel Mega328p MCU, the same as the popular Arduino Uno, and program
development can be carried out with the same Integrated Design Environment (IDE). The cost of a
Mini Pro is lower than that of an Arduino Uno: on eBay, $2 and $4, respectively. Power consumption is
also lower, since the 16U2 ISP programmer is not included in the board (the schematics are available
on [23,24] respectively). Pinning is standard Dual In Line (DIP), which is compatible with all sorts of
prototype boards and printed circuit design tools. It can be programmed using specific pins that allow
the connection of the external ISP programmer. Its size is six times smaller than that of the Arduino
Uno: 6.5 cm2, instead of 35 cm2, allowing a reasonably compact device.

Considering development costs, the Arduino IDE is extremely popular, which makes its utilization
easy and supported by a huge number of know-how sources and projects. The development process
with the Mini-pro is not distinguishable from that of the Uno, so that an Arduino-grown developer
feels at ease.

Another viable alternative, offering higher performance at a lower cost, are STM32 based
boards ([25]). However, their IDE is far less popular, and the learning curve is steep. Here, we
need to trade-off development costs for processing power, and we want to privilege the former.

The WiFi technology has the advantage of a ubiquitous distribution, with low-cost devices for the
infrastructure, and affordable network interfaces. In the introduction, we discussed the possibility of
engaging the community itself in the provisioning of the WiFi infrastructure, using the connectivity
provided by shops and homes, when they have sufficient coverage. This option makes it expensive to
extend the reach of the IoT beyond city limits, since reaching the Internet from the sensor device may
require a dedicated Access Point, or a broadband device. Therefore, the use case is applicable only
within city limits, excluding the countryside.

The interface between the sensor and the WiFi network is implemented using an ESP-01 device,
a 4 cm2 board based on the ESP8266 processor.

The ESP-01 exposes a serial interface, controlled by a hardware UART, from which it receives
commands that control the embedded WiFi interface. They are encapsulated in an AT syntax, that
mimics the one of old telephone modems: for instance, the command AT+CWJAP="mywifi","friend"
is used to join the WiFi network the Extended Service Set Identification (ESSID) of which is mywifi,
using the password friend. In case of success, the response is an OK, with an additional content
depending on the invoked command.

Data transport is performed with a sequence of two or more commands: the first one specifies
length and target of the operation, and is followed by a sequence of frames containing the data.
The initial command prepares the buffers and arranges the transport level connection, while the
following send or receive data.

Notably, the standard socket abstraction is not present, and the coordination between SBC and
WiFi interface is not straightforward: a library is needed to simplify the task of application developers.
The alternative consists of using another library that provides the standard socket interface (like [26]).
However, we observed that such library uses most of the available memory resources, thus requiring a
more powerful SBC: in the trade-off between development and device costs, we opted again for the
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latter. The penalties are that coding a library is more expensive, since it requires deeper professional
skills, and that using a non-standard tool-set also complicates the application developer task.

To attenuate the latter aspect, the library provides a simplified application level interface: the
transport layer is still accessible, but application layer short-cuts are also available. To select the
concepts to implement in the library, we observe that a number of application protocols are emerging
that explicitly address IoT—for instance, the Message Queue Telemetry Transport (MQTT) protocol
(see [27]). We prefer to adopt HTTP: although less powerful, it is more stable, known, and adopted
than any other application level protocol. Security measures are easy to implement in an HTTP
infrastructure, since a proxy server can secure IoT data exchange between the encrypted WiFi network,
and a remote HTTPS server, without implementing the Secure Socket Layer (SSL) protocol on the sensor.
In addition, IoT cloud servers frequently adopt an HTTP interface conforming to the Representational
State Transfer (REST) paradigm.

Our case study uses the ThingSpeak service. Its offer includes, besides the REST interface for data
upload, a rich set of satellite services that simplify the application design, but expose to technology
lock-in. The designer should be aware of that, since the service is rather expensive, and costs grow
linearly after a generous initial free plan. To contain the costs, the ThingSpeak server may be moved
on premises, since its source code is available: this may attenuate the impact of technology lock-in, but
has a cost related with equipment and maintenance.

Figure 2 illustrates the architecture for our case study: hardware components are vertical stacks,
and horizontal layers correspond to the Internet ones, from network to application. The leftmost
hardware component is the Arduino, with library and application code discussed above. The former
uses a serial interface with the ESP-01 to perform operations at transport level. The shortcuts
provided by the library enable a direct interface from the application sketch to the ThingSpeak
channel implemented on the server. No intermediate components are interposed along the data path,
in contrast to edge computing or fog approaches. As discussed in [28], such concepts are quite popular
in IoT literature, and are introduced to allow integration of components with limited computing and
communication capabilities, which becomes mandatory in the presence of networking infrastructures
with an extremely low bandwidth, as in the case of LPWAN. However, they have a significant impact
on hardware costs, and in design complexity. In this paper, we show how to avoid edge computing in
a smart village application, despite the limited computing capabilities available on sensor nodes.

Figure 2. The proposed architecture envisions application level communication between the sensor
and the service provider, thus reducing development costs.

Now that the architecture has been defined, we proceed to define a benchmark, a kernel of
capabilities that characterize our application, before checking them in a prototype implementation.

13



J. Sens. Actuator Netw. 2018, 7, 19

5. A Benchmark for Prototype Evaluation

The definition of a benchmark allows understanding the limits of an implementation, and gives
the basis for comparison. In our case, the benchmark consists of relevant features that are implemented
on the sensor, but that depend on the overall architecture. We found a number of such features during
the design of the prototype in [29], and the benchmark we propose focuses on three of them: clock
synchronization, upstream/downstream communication, and power saving.

Clock synchronization is mandatory to coordinate the operation of several components,
for instance to control traffic lights in a street. We may want that traffic light B becomes green
ten seconds after light A: in that case, an accurate time reference is needed, but its resolution is coarse,
in the order of a second. The benchmark requires the availability of a time reference, and measures
its accuracy.

Communication consists of two sensor-centered activities: posting new values (upstream),
and downloading commands (downstream). The sensor controls update operations, and can
implement resource saving policies, for instance powering the network interface only when needed.
Communication in the other direction is controlled by the upstream device, and a protocol is needed to
preserve sensor resources. A solution is based on a polling mechanism controlled by the sensor, which
periodically queries for the presence of pending commands. Another consists of turning on sensor
receivers at predictable times, thus avoiding expensive transmissions, but requires synchronization.
The simplest alternative consists of coupling upload and download operations. All the above
alternatives share a drawback: the sensor-actuator loop has a long time constant. This prevents
real-time reactions, unless power saving requirements are significantly relaxed.

Here, we prefer to consider power as a valuable, and possibly scarce, resource. Thus, the
benchmark requires the implementation of power saving policies, especially in the WiFi interface
management for communication and clock synchronization, but regards a timely reaction from the
system as not relevant. An evaluation of power consumption is also needed to adopt a cost-effective
power supply.

The implementation of the above core functions hits against Arduino limits, since clock drift is
significant, the available memory is limited, and sleeping degrades response. Regarding memory,
it is split into two parts: program memory (30K bytes), and data memory (2K bytes). Real limits are
even lower, to take into account that memory requirements change at runtime, in response to dynamic
memory allocation events. As a matter of fact, the Arduino IDE rejects programs that exceed 60% of
the available memory.

To determine the feasibility of the core functions, we evaluate the storage footprint of the
benchmark application that implements them. The energy footprint is measured using as a reference
the capacity of a pack of three rechargeable AAA batteries, 800 mAh nominal. Given a voltage supply
of 3.6 V, the available energy is 2.9 Wh. Dividing this figure by the measured autonomy of the device
in hours, we obtain an easily reproducible approximation of power consumption.

Program development complexity is difficult to evaluate, but such figure is important to
understand the effort needed to solve a specific use case. The count of statements is used for this
purpose, but we know that the library has development costs higher than applications.

In summary, the benchmark requires implementing three relevant features on the sensor/actuator:

• a clock with a bound accuracy with respect to a standard reference,
• an HTTP/REST client with GET/POST capabilities,
• functions to switch to low power mode the WiFi interface.

The evaluation of their implementation is split into four metrics: clock accuracy, storage footprint,
program complexity, and power consumption. Regarding the storage footprint, we need to take into
account that data acquisition and command actuation, i.e., the business code of the sensor, are not
included in the benchmark.
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5.1. A Prototype and Its Evaluation

The prototype system [30] is composed of the architectural components in Figure 2: a sensor/
actuator, a communication network, and a cloud service infrastructure. The development process
targets the sensor: such component has a high impact on project sustainability since it is replicated,
and therefore exposed to scale-up issues. This component also determines energy consumption.

The sensor/actuator is implemented by assembling an Arduino Pro Mini and an ESP-01 on a
5 × 7 cm prototype board: the two components are mounted on a socket to be easily replaced and
reused, but a more compact assembly is easily done. Figure 3 is the electronic layout, and in Figure 4 a
breadboard prototype.

Figure 3. Schema of the sensor used in the evaluation prototype.

Figure 4. An early prototype of the sensor, mounted on a breadboard.

The two components have the advantage to be available as Commercial Off-The-Shelf (COTS)
devices, but still have the limits of development boards: in order to be user friendly, they carry
hardware, like power LEDs and stabilizers, that is useless when the device is in operation. This aspect
leaves some space for an economy of scale, once the experimental phase is complete.
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Power supply is from three AAA rechargeable batteries, the nominal capacity of which (800 mAh)
is used to quantify power consumption. Given that battery voltage is compatible with the requirements
of both boards (3.3 V), there is no power adapter between them.

The Pro-mini has an 8 Mhz clock, and is connected to the ESP-01 through a serial interface with a
baudrate of 57,600. On the Arduino side, the interface is implemented in software, while the ESP-01
uses its own hardware UART (see Figure 3).

The Arduino library that simplifies the utilization of the serial WiFi interface [31] implements a
class that encapsulates the ESP-01 device. It offers two distinct kinds of methods: a wrapper for AT
commands, and application utilities.

The application utilities provide:

• a REST interface to interact with a ThingSpeak server,
• the capability to enable or disable the operation of the ESP-01 device,
• an accurate virtual clock.

Note that Arduino libraries already exist for the three tasks (the mentioned WiFiEsp [26],
the ThingSpeak library, and the NTP library). However, the Arduino can’t support the three of
them together. Instead the ad hoc library provides the desired functions, and leaves enough resources
for business code.

Communication with the ThingSpeak server follows the HTTP, and is therefore split into a Request
and a Response. The Request is implemented using a raw AT command to establish a TCP connection,
and one or more calls to send the fragmented HTTP Request to the server. The Response is processed
by another library function that parses the input from the server, and reports about the success of the
operation, returning the Response message body when present. Such functions make a greedy usage
of buffers, and 250 bytes are sufficient for the task.

Two methods are devoted to switch on or off the ESP-01 device. The function that implements the
switch-on, besides raising the enable pin of the ESP-01 board, also takes care to process the output from
the ESP-01, since the device automatically joins the AP using the credentials stored in the flash memory.
This latter feature of the ESP8266 helps to limit the size of the sketch, which does not implement the
WiFi join procedure.

Clock synchronization capabilities are split into two library functions: one that periodically gets
in touch with an NTP server and computes the current drift and offset of the hardware clock, another
that returns the UTC time by correcting the local clock value using such drift and offset. The function
does not use the NTP protocol itself, but the time service available on port 37. The primary advantage
is a very compact code on the sensor. In addition, it is easy to implement the time service on an
on premises server equipped with a GPS receiver.

The sensor is connected to the Internet using a commercial WiFi ADSL router as Access Point (AP).
The association of a sensor with the AP occurs every time the ESP-01 on the sensor wakes up to
perform network operations, like delivering data or synchronizing the virtual clock.

The IoT infrastructure is provided by ThingSpeak: using that service the sensor is able to upload
measurements, download commands and configuration parameters, send and receive tweets, trigger
actions based on time and data. All such services are reached through the REST API provided by
ThingSpeak.

5.2. Measurements and Results

The Arduino Mini-Pro runs a benchmark application [32] that verifies and stresses the three
features anticipated in Section 5: clock synchronization, REST interface, and power saving. As business
code, every two seconds, it samples the value of two sensors, an NTC and a photo-resistor that are
visible in Figure 4.

Every fifteen minutes (or 900 s) the sensor connects to the WiFi AP and performs the
following tasks:
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• it updates the virtual clock parameters with a TCP connection to an accurate time server,
• it uploads eight measurements, included the average temperature and lighting during the period,

to a ThingSpeak channel with an HTTP POST,
• it downloads a command from a ThingSpeak TalkBack resource with an HTTP GET.

When the three operations are complete, the WiFI interface is switched-off until the next
communication round.

The first result we obtain is that hardware is sufficient for the task: the application uses 42% of
the 30 KBytes available for programs, and another 42% of the 2 KBytes available for the memory.
As a reference, the official ThingSpeak library requires 99% of the program memory to implement
a single feed (using an Arduino Ethernet shield), while the WiFiEsp library uses 43 percent of the
available memory for a single GET, leaving little space for further functions.

The complexity of the development task is condensed in the number of lines required by the
library, which is 300 lines long, and of the program, which is 200 lines long. The library is an expensive
but reusable part of the project, which is split into nine methods that contribute to the definition of a
class. Each method is typically twenty lines long, except for the HTTP response parsing method that is
100 lines long with a complex structure.

The main program has a straightforward loop structure that runs the sampling task and the
periodic connection. This latter is implemented by another function, which performs a sequence of
three connections, respectively for clock synchronization, data upload and command download.

We consider that development is split into subtasks—the library and the applications—each of
them manageable by a single moderately trained C++ programmer with Arduino experience.

To evaluate the performance of the prototype, we run the benchmark described in the previous
section, measuring:

• the time spent performing the communication tasks,
• the roundtrip time with the NTP server,
• the measured drift,
• the time error measured at each re-synchronization,
• the power supply.

The benchmark application stops when batteries run lower the brown out threshold, which is
2.9 V: this allows estimating power consumption.

Drift measurement is a critical task that encompasses sensor and network functions: its success
proves, alone, that system performance is stable in time.

The drift is computed using the formula below:

dri f t =
utc1 − utc0

ck1 − ck0
, (1)

where utc1 and ck1 represent the current UTC time and the current clock, and utc0 and ck0 represent
the same figure at system startup. Since all figures have a one second resolution, the resolution of the
time service, a drift estimate is computed using an Exponentially Weighted Moving Average (EWMA)
with gain 4. The result is shown in Figure 5.

The EWMA has a significant effect only during the initial transient, when the two terms of the
ratio in Equation (1) are very close.

The drift stabilizes around 3000 ppm, corresponding to approximately 2.7 s every fifteen minutes.
We note that, unless compensated, such a drift prevents the utilization of the internal clock for
synchronizing distributed activities within the desired one second window. Using the drift estimate,
it is possible to implement a virtual clock [33] with the required precision. The effectiveness (and
correctness) of drift compensation is shown in Figure 6, which represents the difference between the
value of the compensated virtual clock, and the time value received from the NTP reference.
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Figure 5. Drift estimate during the experiment.
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Figure 6. Time offset between the internal virtual clock and the reference time server, as measured
during clock synchronization.

The first value of the series exceeds the requirement of a one second precision, since drift estimates
requires at least two clock readings to work. However, after the first value, the error remains confined
in the [0, 1] range.

The roundtrip measurement refers to a Stratum 0 Network Time Protocol (NTP) server at the
USA National Institute of Standards and Technology (NIST), and shows that network communication
is stable. It successfully recovers after an apparent network problem (see Figure 7): in that case, the
roundtrip time jumps to 5 s, without compromising the application. The average roundtrip is 419 ms,
and the standard deviation is 290 ms, as shown in the frequency distribution in Figure 8, with an
intriguing bi-modal pattern. The average roundtrip time dis-encourages an effort towards accuracies
significantly lower than one second. With the provision of a local time server, the roundtrip time could
be reduced of one or two orders, allowing an accuracy in the range of tens of milliseconds.

The real-time capabilities of the prototype are limited in the tens of seconds, since the update
of the Thingspeak channel on the public cloud requires a time narrowly centered around 15 s (see
Figure 9). The presence of an on premises Thingspeak server, or a multi-tier architecture [34], would
certainly improve the real-time capabilities, at a cost.
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Figure 7. Round-trip time with the reference time server, as measured during clock synchronization.
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each round.

We infer power consumption from the capacity of the batteries, nominal 800 mAh, and the
duration of the experiment, that lasted 327 rounds of 15′ each, corresponding to 81.75 h (more than
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three days). The rate between battery capacity and experiment duration returns an estimate of the
average current, 9.8 mA, and of the average power consumption, that, assuming an average 3.5 V
supply (see Figure 10), is 35 mW. Gathering such power from the environment is not difficult: for
instance, a postcard sized solar panel (2 W/6 V) might be sufficient for the task.
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Figure 10. Variation of the power supply (Vcc) during the experiment.

Understanding the distribution of power consumption between the two devices, the Arduino
Mini-Pro and the ESP-01, helps to devise a power-saving strategy. To this purpose, we run a further
experiment, reducing the period between successive communication sessions from 15 to 5 min.
Since the overall power consumption can be split into two components, one with the network device
in sleep mode, the other with the same device awaken, we can write:

Cacc = tsleep×Isleep + twake×Iwake, (2)

where Cacc is the accumulator capacity, tsleep is the time spent with the WiFi device off, twake the time
spent with the WiFi device on, Isleep and Iwake the supply currents in the two cases.

The linear system obtained using the values from the two experiments is the following:

80.33 h×Isleep + 1.42 h×Iwake = 800 mAh,

56.84 h×Isleep + 3.25 h×Iwake = 800 mAh,

which is solved with

Isleep = 8.1 mA,

Iwake = 104.3 mA,

which are reasonably consistent with datasheets.
Considering the benchmark execution—with a period of 15′—the average supply current of the

whole device is 9.8 mA, with a constant contribution of 8.1 mA from the Mini-pro, corresponding to
83%. This candidates the Mini-pro as a target for the application energy saving policies.

There are plenty of ways to reduce power consumption of an Arduino [35]. One way is to enter
the powerDown state for a definite amount of time. In our use case, the sampling period is two seconds
long and the sampling operation is rather fast. It is a favorable situation, and power saving is in fact
significant, but the solution can not be generalized.

To quantify the power consumption when the Arduino is in the PowerDown state, we run another
experiment with the same period, but entering the PowerDown state during the time between sampling
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operations. The 800 mAh accumulator lasted 165.5 h (nearly one week), with an average power
consumption of 17 mW. To compute the power consumption shares, we write the following equation:

Cacc = tpowerdown×Ipowerdown + tsleep×Isleep + twake×Iwake, (3)

where we have added a new term for the time when both units are in the power saving state. Using
the results of the previous step, and the data from the new experiment, we obtain:

800 mAh/ = 159.79×Ipowerdown + 2.91 h×8.1 mA + 2.80 h×104.3 mA, (4)

and we obtain a value for Ipowerdown:

Ipowerdown = 3.0 mA.

Since the average current during the experiment is now 4.8 mA, Ipowerdown corresponds to 60% of
the overall power consumption. Both boards are in power saving mode, and datasheets claim that
their power consumption should now be far less than 1 mA , while we estimate 3 mA. We conclude
that parasite components significantly contribute to Ipowerdown: in fact, we have two power LEDs
and one unused stabilizer on the boards. We conclude that producing an ad hoc board without
development-oriented components would further reduce power consumption.

6. Conclusions

We have shown how a smart village can launch an IoT project with a limited initial investment
and little or no external funding.

To reach this conclusion, we have considered the whole project as split in tightly interdependent
components. We have found a consistent set of low-cost solutions, one for each project component,
and we have verified that the overall system is able to support a benchmark application. We do not
claim it to be the optimal solution, but one ensuring low cost and the presence of a defined set of
features. The approach is driven by the holistic principle that the presence of one single low-cost
component does not ensure that the same property holds for the whole project.

In Table 1, we give cost details for a pilot deployment according to the prototype design:
we envision five WiFi Access Points (AP), 50 sensors, and three different applications. Sensors have
individual 6 V 2 W solar panels, a step-down board recharging a 3.7 V 4.2 Ah Li-Ion battery, with an
estimated autonomy of 20 days. Prices are found on eBay, considering bulk sales.

Table 1. Price details.

Resource # Pieces Cost Unit

Arduino Mini-Pro 50 2 dollars
ESP-01 50 1 dollars

Printed circuit board 50 2 dollars
Solar panel 50 5 dollars

Battery 50 2 dollars
WiFi AP 5 50 dollars

Total hardware - 850 dollars
Library 1 200 lines

Applications 3 200 lines
Total software - 800 lines
ThingSpeak 1 750 dollars/year

3G subscriptions 5 24 dollars/year
Total services - 870 dollars/year
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The most expensive resource is the ThingSpeak subscription, which may be regarded as not
strictly needed, since the operation of the pilot system fits the ThingSpeak free plan, which is reserved
to non-profit experiments, as a matter of fact, with the intentions of the service provider.

We have chosen WiFi for the networking infrastructure, disregarding the highly dynamic family
of LPWAN technologies, the promising LoRaWan included. To have an idea of its cost, we consider
that a single gateway is sufficient for the whole smart village deployment, replacing the WiFi APs with
a single LoRa gateway and reducing also the number of 3G subscriptions. Despite that, the cost for
hardware equipment (considering 200 dollars for a concentrator and 15 dollars for each sensor) rises
from $850 to $1400 (+65%). However, stronger reasons that make WiFi preferable today, as illustrated
in the Introduction are: popularity, shareability and stability. Since such aspects are going to change in
the near future, in favor of the upcoming LPWan technologies, a wise administration should prepare
the ground for the change.

The sum of $2500 is comparable to a limited street maintenance task: an affordable investment
even for a rural community. It may be acceptable also in developing countries, in case it helps to satisfy
primary needs. The community incurs yearly expenses to sustain the system, which amount to $1000;
they consist of the ThingSpeak subscription, and of the telephone company charges.

Project costs scale less than linearly with system size. The only component with linear scale-up
is related to hardware: sensors and the infrastructure. The ThingSpeak fee remains unchanged until
project size scales up 10 times, i.e., from 50 to 500 components, while telephone charges increase
linearly. Software remains unchanged, although further revisions are needed. Yearly costs grow less
than linearly, until the 500 components threshold is reached.

Under such assumption, if the project scales up ten times after the initial pilot phase, without
adding new applications, we have the costs outlined in Table 2. In the scenario of an exponential
growth, a successive jump, from ×10 to ×100, incurs a nearly linear growth of yearly expenses.

Table 2. Scale-up with scale factors ×1 (pilot), ×10 and ×100.

Kind pilot (×1) ×10 ×100 Unit

Hardware 850 8500 (×10) 85,000 (×100) dollars
Software 800 800 (×1) 800 (×1) lines
Services 870 1950 (×2) 13,500 (×15) dollars/year

The sensor design presented in this paper has been successfully applied to the development of a
sound-monitor for traffic analysis [36]: an amplified microphone analyses street noise using a Fourier
Transform, and detects traffic jam, or passing vehicles. The results are uploaded to a ThingSpeak
channel, where data can be used for statistics or real-time alerts.

There are limits in the kind of applications that are compatible with our benchmark, and they should
be understood from the beginning. For instance, air pollution sensors are expensive, the management of
short events is power consuming, and video processing is precluded. However, the door is open to test
the ground with small scale, sustainable deployments.
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Abstract: For several years, the population of cities has continued to multiply at a rapid pace.
The main cause of this phenomenon in developing countries like Morocco is the rural exodus. In fact,
rural youth are increasingly attracted by the modern way of life and the opportunities of employment
offered by cities. This increase in population density has a large number of negative effects on the
quality of life in the city. The most obvious is the intensity of the traffic, which has become an almost
insurmountable problem and which causes a great deal of damage, such as the increase in the number
of accidents that cause serious bodily harm to the road users, the pollution caused by the large
amount of CO2 released by the vehicles, and the continuous stress of drivers who must drive in often
narrow and very busy roads and who must look for a long time to find a space to park. Thus, to solve
the parking problem, several modern technologies have been created to equip car parks with smart
devices that help road users identify the nearest car park that has a free space. These technologies
most often use wireless sensor networks and Internet of Things (IoT) technology. In this paper, we
present the design and development of a smart parking system using the latest technologies based
on wireless sensor networks (WSN). Our system uses an adaptable and hybrid self-organization
algorithm for wireless sensor networks that adapts to all types of car parks existing in the city (linear
and mass parking), and offers a better management of the energy consumption during the wireless
communication to increase the lifetime of the sensor nodes and the longevity of the WSN. This system
also offers innovative services which facilitate the task to the drivers when looking for an available
parking space in the city near their destination, in a fast and efficient manner.

Keywords: parking system; smart parking; wireless sensor networks; RFID (radio-frequency
identification)

1. Introduction

With the change of the global economy and modern life, the Information and Communication
Technologies (ICT) sector has experienced a vital acceleration in its process, to adapt at such change.
Today, people spend most of their time outside of their home environments, they travel daily to
work, and they frequently go shopping centres and attractions, without forgetting the displacements
to the centre of the city. This certainly caused an imbalance in the daily mobility that led to the
development of parking services to avoid unnecessary driving around the city centre to simply search
for a parking space. This, on the one hand, causes additional carbon dioxide emissions and damages
the environment of the city’s ecosystem. On the other hand, it increases drivers’ frustration and traffic
congestion in the city, which will certainly cause traffic accidents. All of this degrades the experience
of the modern city’s ecosystem and has become a major challenge in the development of future smart
parking systems.

Smart parking systems are systems that manage the difficulty of parking in the city in public
or private areas, using several recent technologies, including WSNs (wireless sensor networks) and
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RFID (radio frequency identification) [1–4]. These systems obtain information on the available parking
spaces in a parking area using real-time data collection by the sensor nodes scattered in the parking
area, which allows users to use the additional services implemented by these systems, such as the
automated payment service compatible with mobile phones, so that people can reserve their parking
space in advance. Figure 1 illustrates the general architecture of a smart parking system.

 

Figure 1. Smart parking system.

The system we propose in this article offers a solution based on an adaptable and hybrid
self-organization algorithm for WSN networks, which allows to find a parking space in the two
types of outdoor parking in a city. The first one is the “linear outdoor parking area” (Figure 2) which
is a parking area located mainly on the main streets, alleys, and the centre of the city, where all
parking spaces of the parking area form a single line. There are currently three types of linear outdoor
parking areas (Figure 3). Slash-type parking is the easiest to park while the horizontal is the most
difficult, followed by the vertical one. The second type is “Mass outdoor parking” which has a larger
parking space than the linear car parks and are in the peripherals of the city and in larger areas like a
technological park, shopping centre, etc. (Figure 4).

 

Linear parking 1

Linear parking 2

Linear parking 3

Linear parking 4

Gateway

Sensor Node

Figure 2. Linear outdoor parking.

 
  

(a) (b) (c) 

Figure 3. The types of linear outdoor parking (a) Horizontal type; (b) Vertical type; (c) Slash-type.
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Entrée au parking

Sortie du parking

Figure 4. Mass outdoor parking.

Many smart parking management systems use self-organization algorithms for wireless sensor
networks that are efficient and effective for a single type of parking (linear parking or mass parking),
but they do not have the same performances for another type of parking. For example, for linear car
parks, most of the self-organization algorithms used are based on chain formation, knowing that there
are few sensors in the parking area, which allows minimizing the energy consumption between the
different nodes and improving the energy efficiency in the network. However, this type of algorithm is
not efficient and effective for mass parking knowing that there are many sensors in the car parking that
introduce delays in the delivery of data to the gateway and that will create a load unbalance between
the different nodes of the chain. For this reason, the self-organization algorithm for wireless sensor
networks adopted by our system is adaptable for both types of parking (linear and mass) by forming
chains or clusters according to the type, and which considers the limits of these networks in terms of
energy consumption during the wireless communication process in order to increase the lifetime of the
sensors and the longevity of the WSN network, by creating a powerful and sustainable system.

Our system also offers other very useful features, such as the management of parking spaces by
identifying and checking vehicles parked in appropriate locations, the improvement of security against
theft, the identification of available parking spaces near the destination of the drivers, and the control
of the payment according to the duration of parking. The proposed system uses RFID technology
(RFID readers and tags) to accomplish these tasks.

This system implements a web application and a mobile application to facilitate the task for
drivers to quickly find a parking space at their destination on the one hand, and, on the other hand,
for realize the payment of the duration of parking and effect online reservations in the case of private
parking to make the system convenient for users.

The rest of the document is organized as follows: Section 2 provides an overview of the different
types of WSN self-organization protocols used to manage the different types of car parks. In Section 3,
we will propose the architecture of our car park management system based on WSN. Then, in Section 4,
we will give a new contribution based on a proposed new smart parking management system
using a hybrid self-organization protocol that can be adapted to any type of parking. After, in the
Section 5, a comparison is presented to show advantages and disadvantages of each different smart
parking systems and a comparison of technologies used in every system. Finally, we conclude with a
perspective and a conclusion in Section 6.
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2. Existing Smart Systems for Parking Management

To manage and administer the various existing car parks in the city, there are two types of
self-organization protocols for WSN: linear and mass.

2.1. Linear Protocols

Linear protocols are self-organization protocols used by wireless sensor nodes that are dispersed
in an area of interest (in this case: parking areas) to form and construct a chain topology for collecting
all the data detected and transfer them to the base station (Sink). Car park management systems that
use these linear protocols include the following:

In [5], the proposed system is a system that uses two modules: a monitoring module and a
reservation and security module. The surveillance module employs the network of wireless sensors to
detect available spaces in a parking area, these sensor nodes are installed in each location forming a
chain to collect information related to the states of the parking spaces. This information is sent to the car
park management centre for efficient use towards the drivers (display of spaces, etc.). The reservation
and security module uses the global system for mobile communication (GSM) system whose drivers
must send an SMS to reserve their space in the parking. In return, the drivers receive a password with
the number of the space in the parking area, so that they can enter and exit with all normality and with
all security.

In [6], this article is based on the use of networks of wireless sensors whose nodes are infrared
sensors that help to detect the presence of cars in parking spaces. The system consists of two
modules: a monitoring module and a master module. The monitoring module consists of a ZigBee
transmission and reception unit, a liquid-crystal display (LCD), and a peripheral interface controller
(PIC) microcontroller which controls the data detected by the infrared sensor. Once the sensor detects
the presence of a car, it informs the microcontroller, to display the status of this parking space on the
LCD and, afterwards, it sends this data through the ZigBee transmission interface to the master module
using a chain topology. The ZigBee technology used in data transmission shows a high performance in
terms of energy consumption during wireless communication and is inexpensive to implement.

In [7], the system is based on the use of infrared sensors to detect the existence of cars in parking
spaces. This system consists of three modules: the first module is the monitoring module which is
responsible for the detection of parking spaces by the infrared sensors, and these sensors contain a
PIC controller for data processing and a ZigBee system for data transmission using chain topology.
The second module is the reservation module composed by a GSM module for the transmission and
reception of data via SMS, allowing the reservation of parking spaces. The third module is the security
module which uses the password already provided by the system allowing entry and exit only to
authorized persons and who have an a priori reservation. The system of reservation based on GSM
technology can be saturated with a high solicitation of the spaces of parking by the users, which can
negatively affect the proper functioning of the parking system.

The proposed system CPF (Car Parking Framework) [8] manages a smart parking system that
combines sensors (detection of parking spaces), RFID tags, and readers (parking access authorization,
car’s location, and prevention against thefts). This system uses a communication model based on the
master/slave model between the sensor nodes in the bus mode with a serial cable communication.
All nodes send their data to the master via cable, and afterwards it sends the detected data to the sink
via a wireless communication. The installation of the serial cable for the communication between the
nodes is expensive to implement and it limits the system for a future extension of the parking, which
will cause complications in the development of the system.

In [9], the proposed system introduces a new smart parking system (SPS) based on the use of
the latest technologies, such as WSNs, ZigBee, RFID, and NFC. The WSN constructs a topology in
the form of a chain to collect information about available spaces in the parking area. This array of
sensors consists of three types of sensors that communicate with the ZigBee technology. Sensor R
detects the presence of a car in an available parking space, then it sends these data through various
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sensors R until it reaches sensor C (the smart gateway). Sensor C collects all the information and sends
it to the central server. The RR sensors detect the RFID tags installed on cars authorized to park in
special parking spaces. Once the label has been detected, this information is sent via multiple hops by
nodes R, until reaching node C, which passes it to the central server. The SPS uses two applications
to better manage the parking system, one for drivers, which helps them find parking spaces quickly
and easily using the Google Maps navigation system with an online payment system (NFC). Another
application, for authorities, allows them to receive alerts from the central server via GCM (Google
Cloud Messaging) on unauthorized cars that have parked in the special spaces.

These linear protocols are not useful for the mass parking areas because these protocols will form
longer chains which will create on the one hand delays in the delivery of data to the base station,
and on the other hand, immense energy consumption during the transmission of the data. For this
reason, mass protocols have been developed to deal with these problems in the efficient management
of parking spaces in this type of parking area.

2.2. Mass Protocols

Mass protocols are self-organization protocols based on the deployment of WSNs in car parks
allowing the creation of clusters or tree structures. The following systems use these protocols in car
park management:

In [10], a new smart parking system (PGIS) is proposed, based on the use of networks of wireless
sensors to control and manage parking by implementing a guidance system using LED screens.
This system is based on a WSN which consists of three types of sensor nodes: a monitoring node
(for detecting the presence of vehicles in parking spaces), a routing node (for routing and to route the
detected information to the sink node), and the sink node (which gathers all information from the
network to transfer it to the information and management centre). These nodes are installed in the
car park and they form a tree topology. The PGIS uses a guidance system using LED screens that are
installed at the entrance and in the corners of the car park so that drivers can orient themselves and
find the assigned parking space efficiently and effectively. The PGIS information and management
centre supports the management and maintenance of the entire system, processes the data collected by
the monitoring nodes, calculates the optimal parking space for the new car, manages the parking costs
of each parked car and controls all parking screens.

In [11], the author proposes a smart parking system that is based on the implementation of
networks of wireless sensors for the management of vacant parking spaces for drivers who are looking
for empty spaces. This system uses less expensive sensors (light sensors) to collect information on
the status of parking spaces in order to send them to a central server through an aggregated server.
The central server is installed and connected via the Wi-Fi network, and it receives all the information
of all integrated web servers of each parking available in the city. This system uses a mobile application
so that drivers can get information on vacant parking spaces. The light sensors used are influenced
in most cases by ambient light and are sensitive to pollution, which can affect the quality and on the
reliability of vehicle detection in parking spaces.

In [12], the author proposes a new smart parking system based on the implementation of various
technologies, such as WSNs, RFID, and ZigBee. The network of wireless sensors is used to detect the
presence of vehicles in the parking spaces with ultrasonic sensors installed in these spaces, and which
inform the base station on the states of these locations (empty or full). These sensors are composed
of two types of nodes: monitoring nodes that are installed in the parking locations, and the routing
nodes that are responsible for transferring the information collected by the monitoring nodes to the
base station by creating a tree topology. The communication between the various sensors and the base
station is based on ZigBee technology which allows short distance communication and with reduced
energy consumption. This parking system offers a new RFID technology that has a very important
role in identifying vehicles which have just parked in an empty space and has a crucial role in pricing
by controlling the time between check-in and check-out.
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In [13], the author has developed s smart parking system based on the use of hybrid wireless
sensors (infrared sensors + RFID), which form a cluster-tree structure. Each of them is equipped with
three LEDs (red, green, blue) to control and manage the availability of parking spaces. This proposed
system consists of four essential modules that are the online booking module, the input module,
the output module, and the parking management module.

In [14], the author created a new smart parking system (SIMERT) based on the installation of two
wireless sensors in each parking space to detect the presence of vehicles and to control the good parking
of vehicles in the parking spaces. This system uses WSN technology composed of three types of sensors
(surveillance sensor nodes, routing nodes, and a sink node) that form a cluster topology. The parking
space is divided into areas (clusters) where each agent is responsible for each area. This system
implements two Android applications, one for drivers to see the available parking spaces, and the
other for agents, whose system sends alerts on any event that occurs in the parking area of each agent.

In [15], the author implemented wireless network sensors to monitor and manage parking spaces
in a parking lot. To detect the presence of vehicles, the author used proximity sensors consisting of
an Arduino Uno which sends the data to a Raspberry Pi which is configured as a client (Sink) and
which, in turn, sends the data received to the back-end server via Wi-Fi by creating a tree topology.
This system uses a mobile application based on the data stored in this server to inform and locate the
available parking areas closest to the destination of the drivers. The author has improved the system
by adding a payment system using RFID tags that will be checked at the entrance of the car parks to
realize the correspondence between RFID ID and the reserved space, and in the output, to realize the
payment efficiently and quickly on the one hand, and on the other hand, to control the flight of cars in
this parking area.

The Smart Parking Management System proposed in [16] is based on the implementation of three
types of technologies used in the IoT domain, radio frequency identification (RFID), automatic license
plate recognition (ALPR), and a wireless sensor network (WSN). The wireless sensor network executes
a mass algorithm that allows the creation of a cluster topology between the different nodes, these
sensor nodes are divided into three types. The SN nodes are in each space in a parking area to detect
the availability of this space. The GN nodes are strategically located in the parking area to collect
occupancy states transmitted by a defined number of SN nodes for transfer them to the CN node.
The CN node is responsible to manage all information of the entire parking lot area and communicate
it to a database server. This system uses additional services such as a mobile application to receive
real-time updates and NFC (near-field communication) for the reservation of parking space and the
online payment.

In [17], the author has developed a smart parking system based on the use of the wireless sensor
network and IoT to manage the parking problem in outdoor car parks in the city. These nodes are
installed in each parking space, and they are composed of an ultrasound sensor to detect the presence
of a vehicle in the parking space and a Wi-Fi communication module to send the state of occupation to
a server Cloud that manages all the parking spaces in the city. This WSN network implemented in this
system does not form any network topology between the different sensor nodes to transfer the detected
data to the cloud server. The stored data in the cloud server is exploited using an Android application
(ParkX) so that users can consult and navigate to available parking spaces near their destinations.
Wi-Fi wireless communication consumes a great deal of energy during data transmission, which will
negatively affect the battery lifetime of the nodes and on the longevity of the network. However, this
technology shows excellent performance in terms of obstacle penetration compared to ZigBee.

The author of [18] proposes a smart parking management system to manage the parking problem
in mass parking in areas like an airport or a campus using RFID. The RFID readers are installed in each
parking space and at the entrance and exit to secure the parking area and manage the availability states
of parking spaces. The RFID readers activate the passive RFID tag on the card of the driver entering
or exiting or parking the car in the area and read the information of the tag, which contains a unique
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identification number, to transfer them to the database of the system via a multi-hop communication
using Wi-Fi technology, to update the occupation states of the parking spaces in real-time.

These mass protocols have improved delays in the delivery of the data to the base station and
they downplayed the enormous energy consumption when transmitting this data compared to the
linear protocols. However, these protocols are only applicable for car parks with a group or mass
structure, which makes it possible to create clusters that are not useful for linear car parks of which
they will create, on the one hand, a load imbalance between the sensor nodes and, on the other hand,
minimize the lifetime of the entire network.

3. Architecture of the Smart Parking System

The proposed system contains three essential parts: parking detection centre, parking monitoring
centre, and global information management centre.

- The parking detection centre is composed mainly of hybrid sensor nodes (sensors + RFID readers)
that are installed in each parking space in each area, these sensor nodes form a wireless sensor
network (WSN) allowing to collect the states of all the parking spaces (available or occupied)
to send them to the gateway (Sink) of this area, this information will be sent afterwards to the
central server to store them in the global database.

- The parking monitoring centre is responsible for identifying and checking the cars that have just
parked in a reserved or available space. This centre uses the RFID technology to control and
monitor the one hand the parked cars, and the other hand, for identify and manage the payment
of parking time.

- The global information management centre is a database where all information detected and
collected from all car parks in the city is recorded and exploited in real-time by web or mobile
applications. In this way, drivers will have all the information on the available spaces in all
the car parks of the city, to consult these spaces according to their destination, and to pay the
parking fees.

Figure 5 shows the architecture of the proposed smart parking system:
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Area 2 Gateway

Gateway

Area 3

Gateway

Central server Data base 
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Area 4

Drivers
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Client 
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Figure 5. The proposed architecture of smart parking systems based on a WSN.
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4. Proposed Smart System for Parking Management

4.1. Parking Detection Centre

The parking detection centre uses two very recent technologies, wireless sensor networks (WSN)
and RFID technology. The formation of the sensor network changes according to the type of parking
in the area. For linear car parks, a chain topology will be formed in the network and, on the other
side, a network topology in cluster form will be created in mass car parks. The formation of different
topologies is based on the execution of a hybrid self-organization algorithm that is adaptable to the type
and structure of parking that allows to form either a chain (Figure 6) or clusters (Figure 7), according
to the distribution of the nodes and how they are scattered in the parking area.

 

Figure 6. Formation of the chain topology in the linear parking.
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Figure 7. Formation of cluster topology in the mass parking area.

To form a network topology by the sensor nodes in an outdoor parking, all the nodes send their
coordinates to the gateway which executes Algorithm 1 making it possible to calculate and detect the
type of topology to be formed. In the case of linear parking, the gateway detects that all the nodes have
the same X coordinate or the same Y coordinate as a function of the distribution of the nodes in the
parking area. In this case, the gateway requests the nodes to create a chain topology in the network to
minimize power consumption between the nodes using the multi-hop communication to the gateway
(Figure 8).

Figure 8. Example of a distribution of the sensor nodes in a linear parking area.

Algorithm 1. Topology detection algorithm.

1: For i = 1 to N do // N: Number of nodes in the WSN network
2: Send coordinates (Xi, Yi) from Node (i) to the gateway
3: End for
4: C1 ← 1
5: C2 ← 1
6: For i = 2 to N do
7: If (Xi == Xi−1) then
8: C1 ++
9: Else if (Yi == Yi−1) then
10: C2++
11: End if
12: End for
13: If (C1 == N || C2 == N) then // Chain topology
14: Return 1
15: Else // Cluster topology
16: Return 0
17: End if

33



J. Sens. Actuator Netw. 2018, 7, 24

In the contrary case (mass parking), the gateway detects that all the nodes do not have similitude
in one of the coordinate parameters (X or Y), so it will order the nodes to form a cluster topology to
increase the longevity of the network knowing that, in this case, there are a large number of nodes
scattered in the parking area (Figure 9).

 

Figure 9. Example of a distribution of the sensor nodes in a mass parking area.

After the execution of the adaptable self-organization algorithm (Algorithm 2), a chain of the
sensor nodes will be formed in the city’s linear car parks, where all the nodes dispersed in each parking
area will send their detected data via multiple hops to the node leader, who will gather and transfer
all data from the parking to the gateway of each parking area. In the case of mass car parks, a cluster
topology will be created in each parking area in the city where all sensor nodes will form clusters and
in each cluster a CH will be elected to receive the detected data from all nodes in its cluster, and transfer
them via a single hop to the Gateway (sink).

The formation of the chain or the formation of clusters will be based on the residual energy of the
nodes and the overall energy of the network to maximize the lifetime of the nodes and increase the
longevity of the network WSN.
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Algorithm 2. The adaptive self-organization algorithm.

1: Use Algorithm 1 to detect the type of topology to be formed (Chain or Cluster)
2: T ← Algorithm 1
3: If (T == 1) then
4: Formation of the chain topology by the sensor nodes
5: Selection of the leader node
6: Each node sends data to one of the closest nodes via a single hop until arriving at the leader node

who sends all the data to the Gateway
7: Else
8: Formation of the cluster topology by the sensor nodes
9: Selection of the CHs
10: Each CH receives data from all nodes in its cluster
11: All CHs send the data from their cluster to the Gateway
12: End if

The sensor nodes are installed in each parking space and in each of the parking areas, which
makes it possible to detect the presence or the absence of the vehicles in the latter. Each parking area
(parking) is identified by an IDzi, and each parking space in a parking area is identified by IDpj, so
each sensor node is identified by two pairs of the identifiers {IDzi, IDpj}. Once a car has just parked,
the sensor node detects the presence of the latter and sends the occupied state of this space with both
identifiers to the gateway. Afterwards, this information will be sent and saved in the central server.

To better illustrate the process of managing parking spaces in different parking areas, Algorithm 3
shows the operations performed by the sensor nodes in each parking area.

Algorithm 3. Algorithm surveillance parking spaces in different parking areas by sensor nodes.

1: For i = 1 to N do // N: Number of parking areas in the city
2: For j = 1 to M do // M: Number of parking spaces in each parking. M change according to the

parking area
3: If (Sensor node in {IDzi,IDpj} detects the presence of a vehicle) then
4: send occupied state of the parking space to the gateway to update it in the central server
5: Else
6: send available state of the parking space to the gateway to update it in the central server
7: End if
8: End for
9: End for

The wireless communication between the different sensor nodes and the gateway acts a crucial
role in the deployment of the WSN network in the outdoor car parks, where much of the energy
consumed by the nodes is highly dependent on the energy consumed during wireless communication:

ESensor = ESens + EProc + EComm

ESensor ≈ EComm

where ESens is the energy consumed during the detection process, EProc is the energy consumed during
the treatment process, and EComm is the energy consumed during the communication process.

To detect the availability of parking spaces in an outdoor parking lot in an efficient and reliable
manner, the system must deploy one of the most used wireless communications technologies (Wi-Fi,
Bluetooth, ZigBee, etc.), so to minimize the energy consumption of the nodes and to increase the
longevity of the WSN network. The networks based on ZigBee technology generally consume less
energy compared to Wi-Fi and Bluetooth networks.

35



J. Sens. Actuator Netw. 2018, 7, 24

The following table (Table 1) shows the advantages of ZigBee over other wireless
communications technologies.

Table 1. The advantages of ZigBee over other wireless communications technologies.

Wireless Parameter Bluetooth IEEE 802.11 b IEEE 802.11 ah ZigBee

Frequency band 2.4 GHz 2.4 GHz Sub-1 GHz 2.4 GHz

Range 9 m 75 to 90 m 1000 m (without
repeaters)

100 m (without
repeaters)

Current Consumption 60 mA (Tx mode)
400 mA (Tx mode) 90–140 mA (Tx mode) 25–35 mA (Tx mode)

20 mA (Standby mode) 5 μA (Standby mode) 3 μA (Standby mode)

On the other hand, the deployment of the WSN sensor network in outdoor car parks obliges sensor
nodes to be installed in the ground, where the signal propagation is obstructed by cars and is affected
by their noises. For this type of application, many previous works have shown that conventional
wireless standards, such as Bluetooth or Wi-Fi, are not suitable for this type of network in terms of
quality and performance compared to the ZigBee standard based on some parameters such BER (bit
error rate) and SNR (signal-to-noise ratio) [19–21]. The following figure demonstrates the performance
of ZigBee compared to other types of networks (Figure 10).

Figure 10. 802.15.4 ZigBee performance based on BER-SNR.

For this reason, we will use ZigBee wireless communication technology, adopted by the proposed
self-organization protocol, to extend the battery lifetime of the sensor nodes and to increase the
longevity, efficiency, and performances of the WSN network in the outdoor car parks.

4.2. Parking Monotoring Center

The parking monitoring centre uses wireless sensor networks (WSN) and integrated RFID
technology in these sensor nodes installed in each parking space. RFID technology is a technology
based on radio frequency identification that helps to check and identify objects by radio waves.
Thus, vehicles will be identified and parking fees will be collected via this system, to manage and
monitor the parking area in an efficient and convenient manner.

Once a car has just parked in a space i in a parking area j, the appropriate sensor detects the
presence of the vehicle and it sends the two identifiers {IDzi, IDpj} with the occupied state of that space
to the gateway, to transfer them to the central server in order to store them in the database. The RFID
reader, integrated in each sensor node, reads the driver’s data using the RFID tag installed in the
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vehicle (name, first name, vehicle number, telephone number, etc.) and transfers them by merging
them with the state of the space towards the central server. This server will be used to calculate the
duration of parking and to control the detected incidents during the parking of a vehicle. In the case of
cars without any RFID tag, a message is sent to the parking officers with the two parking identifiers
{IDzi, IDpj}, to register the vehicle registration number into the system to guarantee the payment of
parking fees. Algorithm 4 illustrates the process of managing the parking space in each area by the
central server, when a vehicle arrives at the parking area.

Algorithm 4. Algorithm of managing the parking space in each area, when a vehicle arrives in the
parking area.

1: Do
2: While (Reception the occupied state of a parking space {IDzi, IDpj})
3: Update the information received in the database
4: Increment the number of occupied spaces
5: Decrease the number of available spaces
6: If (The RFID tag is detected) then
7: Update occupied space with RFID data received in the database
8: Else
9: Send a message to the parking agents with {IDzi, IDpj} of the parking space that has just been occupied
10: The agent of the area IDzj introduces the registration number of the car parked in IDpj in

the database
11: End if
12: Start counting the parking time: Tparkij //j = the parking area i = the parking space in the area j
13: Goto 1

Once the car leaves the parking space, the sensor concerned detects the availability of the space by
sending the two identifiers {IDzi, IDpj} to the central server through the gateway so that it updates the
state of the space in the database. After release of the space in the database the system checks whether
the driver has made the payment for the duration of parking, otherwise a notice of infraction and a
fine will be sent to the authorities after one hour so that the parking fees will be paid by the drivers.

The payment of the parking time is made online using the mobile application or manually in the
automated teller machine in each area. In both cases, only the registration number of the parked vehicle
must be entered so that the system can detect it in the database and make the payment. The algorithm
below (Algorithm 5) shows the operations performed for the management of the parking spaces in
each area when a car leaves the parking area.

Algorithm 5. Algorithm of managing the parking space in each area, when a vehicle leaves the parking area.

1: Do
2: While (Reception the availability state of a parking space {IDzi, IDpj})
3: Update the information received in the database
4: Decrease the number of occupied spaces
5: Increment the number of available spaces
6: Save the time when the car left the parking space: Tout
7: Stop parking time Tparkij
8: While (The parking payment is not performed) do
9: If (The current time < Tout + 1H) then
10: Wait 15 min
11: Else
12: Send a notification to the authorities with the registration number of the car for a fine
13: Goto 16
14: End if
15: End
16: Update the database with the available state of the space {IDzi, IDpi}
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4.3. Global Information Management Centre

The global information management centre relies on the data stored in the database to develop
extra services to the users and drivers by facilitating the task of searching for an available space in their
destination, such as the consultation of the available parking spaces, the navigation to these spaces,
and also the online payment of parking fees. A mobile application is developed that allows drivers to
take advantage of these services in a practical and simple manner.

- Consultation of parking areas: Drivers use the mobile application which allows them to consult
and find open parking spaces near their destination, before moving to avoid unnecessary travel
and also not to create congestion of traffic. This application uses the information that is stored in
the database to make available to drivers, the open parking areas closest their destination with
the number of available and busy spaces in real-time, by indicating the parking price (Figure 11).

- Navigation to parking areas: This service is based on the use of Google MAP to orient and guide
drivers towards the desired parking areas. The driver opens the mobile application to look for an
open parking near his destination. Then, depending on the results displayed by the application,
the driver selects a parking area and the app opens Google MAP to guide the driver to the
selected area. Once arriving in the area, the application displays the available spaces and busy
squares in this parking area. Figure 12 illustrates the operation of navigation to the parking areas.

- Payment of parking fees: Before leaving the parking space, the driver must pay the parking fees,
this payment is made either manually by moving to the automated teller machine of the parking
lot by entering the number of vehicle registration. Either online, the driver uses the same mobile
application with the same manipulations of the automatic teller machine to realize the payment
of the parking fees in this parking area.

Free
9 Dh

Free
9 Dh

Free
9 Dh

Free
9 Dh

Free
9 Dh

Free
10 Dh

Full
11 Dh

Full
9.5 Dh

Free
9 Dh

 

Figure 11. The consultation of the areas and the prices of parking.
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Parking Zone: 
HABBOUS

  

Figure 12. Navigation to a parking area.

Algorithms 6 and 7 shows the operation of the global information management centre of our
smart parking system.

Algorithm 6. Navigation to the parking area.

1: Open the mobile application
2: Introduce destination
3: Do
4: Display the closest parking areas with their prices
5: The user selects the desired parking area
6: While (No available space in the selected area)
7: do
8: Navigation to the area
9: While (The driver did not arrive at the area)
10: Display available and occupied spaces

Algorithm 7. Payment of parking fees via a mobile application.

1: Open the mobile application
2: Realize the payment
3: Insert the registration number of your car
4: If (The registration number of the car exists in the database) then
5: Display parking fees with information of the parking space in the area
6: Pay
7: Else
8: The registration number of the car does not exist
9: You have a fine has paid
10: Contact the authorities
11: End if

5. Discussion

According to the different architectures of smart parking system studied in this article,
Tables 2 and 3 summarize the advantages, disadvantages, technologies, and services used by these
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architectures. There is no system that adapts to the different types of architectures and structures of
parking (linear and mass). There are parking systems that only work for linear car parks and do not
have the same impact at the deployment level of sensor networks in mass parking, and vice versa.

The complexity of the algorithms used in the management of parking spaces plays an important
and crucial role in the development and design of a robust and efficient smart parking system.
The majority of the algorithms proposed by our system are not complex, they are easy to be
implemented, and they are executed at the server level, which minimizes the exhaustion of the
sensors and does not overload them, so that they do not consume a large amount of energy in order to
increase the duration of the lifetime of their batteries.

Energy efficiency is one of the important parameters for many self-organization algorithms that
allows the creation of a solid network topology in order to optimize the energy consumption between
the different sensor nodes and to increase the longevity of the WSN network. The self-organization
algorithm adopted by our system is a flexible and unique algorithm, compared to the algorithms
implemented by the smart parking systems studied in this article, which allows the creation of a chain
topology for linear parking areas and a cluster topology for mass parking areas, in order to balance the
load between the different sensors and minimize the energy consumption during the transmission of
data to obtain a better energy efficiency management and increased the lifetime of the nodes.

For this reason, we will offer an adaptable smart parking system that allows for the creation of
flexible WSN network topologies for any type of existing parking in the city, based on many services
and technologies offering convenience to the driver. Systems technology with an adaptable wireless
sensor network (WSN) architecture provides a flexibility and a suppleness in the deployment of
smart parking systems that will be monotonous in the design and implementation, and will also be
standardized in the development of applications and services for the different types and structures
of existing car parks, bearing in mind that this solution creates a solid basis for the development and
improvement of these systems in the future, as required.

The smart parking system proposed in this article is based on the implementation of two most
recent technologies, such as WSN and RFID. The use of these two technologies only gives a plus
compared to other parking management systems in terms of the implementation cost and also in terms
of design quality.
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Table 3. Different technologies and services used in smart parking systems.

System: Ref
Communication Technology Services ConnectionAccess

TS TD GD PY SE RE SG AV PS IoT SM WA

S1: [5] GSM √ √ √ √ √
S2: [6] ZigBee √ √ √
S3: [7] ZigBee GSM √ √ √ √ √
S4: [8] Bluetooth √ √ √ √
S5: [9] ZigBee Wi-Fi/3G √ √ √ √ √ √

S6: [10] √
S7: [11] Wi-Fi Wi-Fi/3G √ √ √ √
S8: [12] ZigBee √ √
S9: [13] √ √ √ √ √ √ √
S10: [14] ZigBee Wi-Fi/3G √ √ √ √ √ √ √
S11: [15] √ √ √ √
S12: [16] ZigBee √ √ √ √ √
S13: [17] Wi-Fi √ √ √ √ √ √ √
S14: [18] Wi-Fi √

Proposed system ZigBee Wi-Fi/3G √ √ √ √ √ √ √ √ √ √

TS: technology used by sensor network; TD: technology used by the drivers; GD: guidance; PY: payment; SE:
security; RE: reservation; IG: smart gateway; PS: parking management using smartphone; AV: availability checking
over internet; IOT: Internet of Things; WA: web application; SM: smartphone; √: the technology or the service is
used in the paper.

6. Conclusions

In this paper, we realised a thorough comparative study of different architectures and the different
self-organization protocols used in the management of the different types of existing car parks in
the cities. We have also proposed a new architecture of a new smart parking system based on
the deployment and implementation of different technologies, such as WSN, IoT, RFID. This new
architecture implements, on the one hand, a new hybrid and adaptable self-organization protocol for
the deployment of sensor nodes in different environments in order to maximize the performance of
the WSN and increase its longevity, and, on the other hand, uses existing technologies, such as WSN
and RFID to minimize the cost of implementing the system and improve the quality of its design.

In future work, we will detail and develop this new adaptable self-organization protocol for
wireless sensor networks by performing simulations in order to demonstrate its strength by comparing
it with other existing self-organization protocols.
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Abstract: Long-Term Evolution (LTE) and its improvement, Long-Term Evolution-Advanced (LTE-A),
are attractive choices for Machine-to-Machine (M2M) communication due to their ubiquitous coverage
and high bandwidth. However, the focus of LTE design was high performance connection-based
communications between human-operated devices (also known as human-to-human, or H2H traffic),
which was initially established over the Physical Random Access Channel (PRACH). On the other
hand, M2M traffic is mostly based on contention-based transmission of short messages and does not
need connection establishment. As a result, M2M traffic transmitted over LTE PRACH has to use the
inefficient four-way handshake and compete for resources with H2H traffic. When a large number of
M2M devices attempts to access the PRACH, an outage condition may occur; furthermore, traffic
prioritization is regulated only through age-based power ramping, which drives the network even
faster towards the outage condition. In this article, we describe an overlay network that allows a
massive number of M2M devices to coexist with H2H traffic and access the network without going
through the full LTE handshake. The overlay network is patterned after IEEE 802.15.6 to support
multiple priority classes of M2M traffic. We analyse the performance of the joint M2M and H2H
system and investigate the trade-offs needed to keep satisfactory performance and reliability for
M2M traffic in the presence of H2H traffic of known intensity. Our results confirm the validity
of this approach for applications in crowd sensing, monitoring and others utilized in smart city
development.

Keywords: LTE; RACH; PRACH; IEEE 802.15.4; IEEE 802.15.6; non-saturation operating regime;
backoff error; smart city

1. Introduction

In many smart city application scenarios—from building monitoring and healthcare monitoring,
through smart parking and smart city lighting, to crowd sensing and vehicular safety applications—a
large number of smart devices send their messages to appropriate servers for further analysis
and actions, as Figure 1 schematically shows. As monitoring and transmission oftentimes do not
require human intervention, such communications are referred to as Machine-to-Machine (M2M)
or Machine-Type Communications (MTC) [1]. Networks that support M2M traffic must provide
broad coverage, but also message reliability and limited delay. In densely-populated urban areas,
such requirements can be achieved through WiFi networks, but in sparsely-populated rural areas and
along the highways, one must rely on cellular networks such as LTE/LTE-A (Long-Term Evolution
and Long-Term Evolution-Advanced) [2].

In some M2M scenarios, messages arrive regularly with approximately constant inter-arrival
times and thus can be transmitted using some kind of scheduled access; this is the case, for example,
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for healthcare applications, building monitoring and smart city lighting. In other cases such as
crowd sensing and vehicular safety, messages arrive randomly and thus may be serviced through
contention-based access. In both cases, messages are short, and typical interarrival periods are low
when compared to other traffic such as video and data transmitted over LTE. As a result, M2M messages
can be transmitted using LTE’s Physical Random Access Channel (PRACH), which was originally
intended to be used for initial access or area tracking by a terminal (User Equipment (UE)) that is
not connected to the base station (eNodeB), for uplink synchronization of a UE that is connected to
eNodeB, when a connected UE has to transmit uplink data or to acknowledge received data or when a
UE needs to perform a handoff to the target cell [2]. The LTE standard prescribes that PRACH access
be performed using a four-way handshake, which is contention-based (the details of random access are
presented further in Section 2 below). If PRACH is congested due to a large number of M2M and/or
H2H terminals attempting access concurrently, the SINR observed at the receiver (i.e., eNodeB) may be
reduced to the extent that messages cannot be detected, and consequently, many of the access attempts
will fail; this is denoted as the outage condition. In the past several years, a number of techniques to
improve the performance of M2M traffic by alleviating outage due to congestion have been suggested:

1. UEs may be grouped into traffic classes for which random access may be delayed or
temporarily blocked. This technique is known as access class barring (which is already supported
for H2H calls) and extended access class barring [3].

2. Differentiation among traffic classes can be achieved by allowing different backoff windows for
different classes of UEs [4].

3. Further differentiation among the classes can be achieved by allowing members of the traffic class
to attempt access only in predefined time slots within specific LTE frames, using base station
scheduling [5].

4. The base station can apply a suitable polling scheme (also known as pull-based scheme) to
differentiate between UEs. In this scheme, M2M terminals initiate random access only after being
paged by the eNodeB [6].

5. PRACH resource separation and dynamic PRACH resource allocation schemes allocate different
PRACH resources such as preamble sequences and random access slots to different types of traffic
(i.e., H2H and M2M) in a dynamic manner [7].

6. Traffic classes can be differentiated by using different power levels rather than using power
ramping based on the age of the attempt [8].

7. Failed calls may be allocated a specific set of preambles to use for repeated access attempts [9].

Recently, an overlay network for M2M traffic was proposed that dedicates a portion of PRACH
resources to M2M traffic [10]. The overlay network is based on the CSMA-CA mechanism similar
to IEEE 802.15.4 [11] and allows M2M access to be completed without the four-way handshake.
H2H traffic concurrently uses remaining resources and is coupled with M2M traffic through the SINR
at the eNodeB. Further differentiation is possible using different and explicit power levels for M2M
and H2H traffic [12].

However, this approach [10,12] does not address two important aspects of M2M communications.
First, differentiation among different traffic classes in the M2M overlay network is needed.
Second, SINR coupling between M2M and H2H traffic classes has been considered only at the packet
reception level, but not at the level of listening to the medium during the CSMA-CA backoff process.
This could produce incorrect durations of the backoff process and a too conservative estimate of the
congestion at the overlay network.

In this work, we introduce priority differentiation in the overlay network by using the CSMA-CA
similar to IEEE 802.15.6 [13] with modifications necessary to match the existing physical layer derived
from PRACH. We model the medium access control algorithm including a model of imprecise listening
outcome during the backoff process, which is shown to decrease the capacity of the overlay network
to a non-negligible extent. We demonstrate the functionality and performance of our scheme using
different schemes and bandwidths of PRACH, as well as PRACH design scenarios for micro- and
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macro-cells. Using an accurate characterization of noise and interference caused by other calls from
the given cell, as well as from the surrounding cells (which is absent from other proposals), we show
that the scheme is capable of achieving satisfactory performance, as well as sufficient differentiation
between traffic classes. It is, thus, suitable for the massive Machine-Type Communications (mMTC)
scenario—i.e., a large number of MTC devices with short messages and low arrival rates—which
represents one of the major use cases for the development of 5G radio and network technology [14].
Furthermore, our scheme allows M2M terminals to actually transmit data during PRACH access,
which in most cases should suffice given the short messages typical for M2M devices, whereas other
schemes use random access to initiate a connection and send actual data only later, which increases
message latency and leads to inefficient utilization of the available bandwidth.

Figure 1. M2M communications for smart city scenarios through LTE.

The rest of the paper is organized as follows: In Section 2, we present the PRACH architecture
and random access procedure. In Section 3, we present the M2M overlay network with the physical
and MAC layer, preceded by a brief overview of earlier work on such overlays using different
WLAN technologies. In Section 4, we present the random access model for H2H and PM2M traffic.
The analytical model of PM2M with backoff error is discussed in Section 5. Performance evaluation of
H2H and PM2M traffic (with and without the backoff error) is shown in Section 6. Finally, Section 7
concludes the paper.

2. PRACH Architecture and Random Access Procedure

The Physical Random Access Channel (PRACH) allows a UE to establish a connection with
the base station (eNodeB) by sending a request to which the eNodeB will respond by scheduling
appropriate resources for communications to and/or from the UE. Available bandwidth resources for
LTE cell are divided in a time and frequency domain matrix. Time access is organized in frames that
last 10 ms and that consist of 10 subframes with a duration of 1-ms each. Subframes can be divided
into two 0.5-ms slots. In the frequency domain, resources are grouped in units of 12 OFDM subcarriers
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with a total bandwidth of 180 kHz. The basic access unit for either random or scheduled access is
a Resource Block (RB), which consists of 12 subcarriers over one subframe. Cell bandwidth can be
configured in frequency- or time-division duplex (i.e., FDD or TDD operation mode.

PRACH is carved out of the time and frequency domain matrix by dedicating a number of
resource blocks in a number of consecutive LTE frames. The basic PRACH resource is composed
of six resource blocks in frequency with a bandwidth of 1.080 MHz, for the duration of one subframe;
higher traffic volume can be accommodated by allocating more resources, for a total of 16 configurations
shown in Figure 2. For low traffic intensity and small system bandwidth, one PRACH resource per
two frames may be sufficient (TDMA Configurations 0, 1, 2 and 15). As traffic increases, PRACH
resources may be configured to occur once per frame (TDMA Configurations 3, 4 and 5), twice per
frame (TDMA Configurations 6, 7 and 8) or even once every three subframes (TDMA Configurations
9, 10 and 11). These configurations avoid interference at a granularity of three neighbouring cells.
However, higher traffic may require even more dense PRACH allocations, which brings the possibility
of interference since the PRACH resource occurs on every second subframe (Configurations 12 and 13)
or on every subframe in a frame (Configuration 14). In the discussions that follow, we will denote the
number of PRACH subframes within the frame as configuration index c f , where c f = k means that there
are k PRACH subframes in the frame.

Figure 2. PRACH resource configurations, after [2].

Steps of the Random Access Procedure

The UE that wishes to establish communication with eNodeB needs to the perform random
access procedure on PRACH [15] using the four-way handshake (Figure 3), which consists of the
following steps:
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Step 1: The terminal randomly selects the preamble from the available 54 preamble sequences and
transmits it over PRACH to eNodeB.

Step 2: The eNodeB transmits an RA Response (RAR) to the terminal through the physical downlink
shared channel (PDSCH). RAR contains temporary Cell Radio Network Temporary Identifier
(CRNTI) identity information. It also contains scheduling information for the third step.

Step 3: Then, the terminal sends its CRNTI and scheduling information to eNodeB through the
Physical Uplink Shared Channel (PUSCH) radio resources assigned in Step 2.

Step 4: Finally, the eNodeB responds with the confirmation of the identity of the terminal and finishes
the contention procedure.

Figure 3. Four-way handshake between UE and eNodeB (after [15]).

Preambles are mutually-orthogonal Zadoff–Chu (ZC) sequences; by default, each cell has a pool
of N = 64 preambles. A small number of preambles (typically, 10) is reserved for time critical actions
like handoff, while the remaining 54 are available for random access. The duration of a preamble
depends on the cell size since larger cells have higher signal attenuation and larger propagation delays.
Signal attenuation can be countered by a longer preamble time (1600 μs, as opposed to the default
value of 800 μs). Propagation delays can be countered by extending the time intervals. As a result,
Preamble Format 0 fits in a single 1-ms subframe, Formats 1 and 2 fit into two consecutive subframes,
while Format 3 fits into three consecutive subframes [2,15]. The structure of preamble formats is shown
in Figure 4, and in the text that follows, we will refer to the format number as PF = 0 . . 3.

Figure 4. Different preamble formats.

The rules for calculating preamble sequence length are based on optimizing the number of ZC
sequences with respect to cross-correlation properties and minimizing interference from PUSCH
in neighbouring cells [2,16,17]. For example, in a typical LTE system with a 5-MHz bandwidth,
the bandwidth dedicated to the PRACH channel is W = 1.08 MHz. For Format 0, a preamble of total
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length NZC = 839 elements is transmitted within 800 μs, which gives the preamble element rate of
R = 1.048 M elements per second.

Unfortunately, the first and third steps of handshaking are prone to collisions and the overload
condition due to the limited number of preambles. The resulting low SINR value prevents completion
of the RA handshake [10] in the case of high traffic volume, which is likely in the case of massive M2M
access. In a nutshell, the use of the four-way handshaking procedure of LTE for massive network
access is inefficient and leads to SINR outage at the eNodeB [2]. This has motivated our research efforts
towards a PRACH overlay architecture.

3. PM2M Overlay Network over PRACH

3.1. Earlier Work on Overlays in LTE

In [18], an IEEE 802.15.4-based VANET was proposed for implementing the VANET Control
Channel (CCH) in urban areas. IEEE 802.15.4 has a low power consumption feature, which is an
advantage over IEEE 802.11p’s high power consumption. In [19–21], a comparative study between
IEEE 802.11p and LTE aimed to evaluate their suitability for different vehicular applications and
finding, using analytical and simulation modelling, that the latter has a distinct advantage over
IEEE 802.11p-based VANET for transmission of safety messages was shown [22]. Other studies
have shown that LTE supports mobility and provides higher network capacity compared with IEEE
802.11p [20]. However, LTE was found not to provide sufficient reliability in terms of safety messages
transmitted over PRACH, as the network can easily become overloaded [21,23]. The main culprit is the
four-way handshake, which for small safety messages limits the capacity and increases the latency [10].
Additionally, the data rate for VANET safety messages remains constant regardless of the distance to
eNodeB and the closeness of congestion, while in IEEE 802.11p, it can be adaptively adjusted according
to the channel quality [24].

Before the introduction of the IEEE 802.15.6 standard, IEEE 802.15.4 and Bluetooth were considered
as feasible physical and MAC layer protocols for healthcare applications. In [25], the authors
did a comparative study between the IEEE 802.15.4 and IEEE 802.15.6-based MAC protocols for
healthcare systems. The study showed that IEEE 802.15.4 cannot reliably transmit real-time medical
data because it does not support high data rate applications and priority among traffic classes.
The simulation study showed that IEEE 802.15.4 is suitable only for applications that require a data
rate below 40 kbps, while applications requiring higher data rates should use the IEEE 802.15.6-based
network. In [26], it was shown that there is no interference when WiMAX or LTE are integrated with
IEEE 802.15.6. To enlarge the radio coverage, the authors in [27] integrated IEEE 802.15.6 with LTE
because they showed that existing architectures were not suitable for the scenarios of high mobility
due to the channel quality fluctuation.

The performance of a healthcare system through interconnecting IEEE 802.15.6 with IEEE
802.11e-based WLAN for a medical information system was studied in [28]. The proposed architecture
used the RTS/CTS mechanism for accessing the medium in the WLAN, which caused overload in the
network and coexistence issues. That work also did not consider the presence of backoff error due
to the interference in the physical layer while accessing the medium to transmit the packets. In [26],
it was shown that there is no interference when WiMax or LTE are integrated with the IEEE 802.15.6
network. It was proposed in [27] that LTE supports reliable data transmission with high data rates for
real-time health messages over large coverage areas.

3.2. Superframe Structure of PM2M

The superframe structure of the proposed Priority-based Machine-to-Machine (PM2M) overlay
network is shown in Figure 5. Time is organized in beacon-delineated superframes that start
immediately after the reception of beacon; UEs send their messages in the CSMA-CA manner after
completing the backoff procedure, as explained below. eNodeB has to acknowledge the message,
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otherwise the message will be retransmitted until the retransmission limit is reached. While H2H traffic
will continue to follow the four-way handshake to access the network, the PM2M overlay network
reduces four-way handshake to a simpler two-way one.

Figure 5. LTE and Priority-based Machine-to-Machine (PM2M) overlay superframe with PF = 2
(2-ms subframe).

3.3. Physical and MAC Layer

The physical layer of the M2M overlay network is implemented by selecting NM = 8 of the
54 sequences available for contention-based access and dedicating them to M2M access. Data bits
from the M2M stream are multiplexed on M2M preambles so that each sequence carries a single bit
from each data byte. To transmit a single M2M data bit, Nb = 16 preamble elements are used as a
kind of ‘chipping’ sequence, the size of which affects the performance as SINR increases by 10 log10 Nb.
Higher SINR is needed for the detection of M2M data bits since an H2H preamble is detected based on
the SINR over its entire duration, while only a portion of that duration is used by M2M packets.

Performance is also affected by the number of ZC codes dedicated to M2M, as these are bundled
together so that each code carries 8

NM
bits of each user’s byte. The physical layer data rate is, then,

RM = RNM
Nb

, where R is the preamble element rate.
In this scheme, each PRACH resource holds a single PM2M superframe, which makes CSMA-CA

access possible. For the Medium Access Control (MAC) layer, PM2M access is configured as a
CSMA-CA overlay. The time for preamble transmission becomes the superframe time for the PM2M
overlay network. We consider the IEEE 802.15.6 beacon mode with beacon period boundaries where at
the beginning of every superframe, a beacon is transmitted on the medium. The superframe time after
the beacon is divided into slots each containing 20 bits. The superframe is divided into an Access Phase
(AP) and Random Access Phase 1 (RAP1); all other access phases allowed by the standard will have zero
length. We do not use the RTS/CTS handshake, nor the four-way handshake of LTE, as they would easily
overload the PRACH.

CSMA-CA access in the superframe resembles the one used in the beacon-enabled IEEE 802.15.6.
In the CSMA-CA overlay, one backoff period has 20 sequence elements, i.e., tbo f f = 20/R = 18.51 μs.
To implement the overlay superframe, we use Preamble Format 2, where the preamble duration is
1.6 ms. Access in Format 2 is achieved by repeating the same preamble twice. Finally, to achieve a
continuous superframe sequence without coordinated node sleeping, we assume configuration index
c f = 5.
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3.4. Priority Mapping

IEEE 802.15.6 provides priorities through the Contention Window (CW) and Access Categories
(AC). There are eight different ACs with different minimum and maximum CW values, which define
User Priorities (UP) to access the medium, as shown in Table 1.

Table 1. IEEE 802.15.6 Access Categories (AC) with User Priorities (UP) and Contention Window
(CW) values.

UP Traffic CWmin CWmax

0 Background (BK) 16 64
1 Best Effort (BE) 16 32
2 Excellent Effort (EF) 8 32
3 Controlled Load (CL) 8 16
4 Video (VI) 4 16
5 Voice 4 8
6 Network control 2 8
7 Emergency or medical event data 1 4

4. Modelling PRACH for H2H and PM2M Traffic

We now present the analytical model of random access, beginning with H2H terminals.
Although the population of H2H terminals in a single LTE/LTE-A cell is large, they attempt random
access occasionally and infrequently, which means that we may assume that H2H requests arrive
according to a Poisson distribution. The mean arrival rate λw of H2H traffic can be calculated for a
single PRACH resource as, λWH = (λwTf )/c f , where Tf is the LTE superframe time and c f determines
the number of PRACH resource blocks per LTE frame.

LTE PRACH is overloaded by preamble transmissions with potential collisions and external
interference caused by the random access in surrounding cells. To detect a signal successfully at the
eNodeB, the Signal to Interference Noise Ratio (SINR) should exceed a certain threshold value as
indicated in Figure 17.12 in [2]. For example, a threshold value of 18dB guarantees that the probability
of preamble missed detection is smaller than 10−2 and the probability of false alarm is less than 10−3

for eNodeB. For H2H terminals, SINR is the ratio of preamble sequence energy over noise power
density, for n H2H terminals concurrently performing access including initial and handoff requests.
Assuming all transmissions use the same power level, the aforementioned ratio is:

Eseq/N0 =

Pseq I1
R

(n−1)I1+NM I1+ηp,1+η0W
W

= Pseq
W/R

n − 1 + NM + ηp,1/I1 + η0W/I1

(1)

where
Pseq is the preamble sequence length in bits;
W is the LTE PRACH bandwidth;
R is the LTE PRACH preamble data rate;
I1 is the received signal power;
ηp,1 is the power of external (Gaussian) interference;
η0 is the spectral density of white noise; and
NM is the number of preambles that are always active for the PM2M overlay.

The ratio of the outer cell interference and received signal power ηp,1/I1 of PRACH follows a
Gaussian distribution with mean and variance denoted by km,1 and kv,1 [10]. In the case of the threshold
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being exceeded, the overload condition occurs, and the preamble cannot be detected successfully.
The probability of PRACH overload in the first handshake step is:

O_PRACHn = Pr(n +
ηp,1

I1
>

W
RT1

− NM − Wη0

I1
) (2)

The PRACH overload for third handshake step for j concurrent H2H terminals is:

Q_PRACHj = Pr(j +
ηp,3

I3
>

W3

R3T3
− W3η0

I3
) (3)

We assume that spectral efficiency in the third handshake step is the same as the first step, W3
R3

= W
R .

The SINR threshold in this step is −5 dB because it is observed over a single bit. The ratio of the outer
cell interference and received signal power

ηp,3
I3

of PRACH follows a Gaussian distribution with mean
and variance denoted by km,3 and kv,3 [10].

4.1. H2H PRACH Overload/Outage during Preamble Collision

LTE PRACH may experience the outage condition by having large access traffic, possibly with
preamble collisions. To calculate the probability of PRACH outage/overload, we need to know the
total Poisson arrival rate of access on a single PRACH resource block including new, returning and
handoff calls, λtotal = λ + λpc1 + λpc3 + λh. The probability of n arrivals is:

Pn =
(λtotal)

n

n!
e−λtotal (4)

For n H2H access attempts in PRACH resources, from overload Equation (2), we obtain the
overload probability as:

O_PRACHn = er f c(
W
R

1
T1

− Wη0
I1

− n + 1 − NM − km,1√
kv,1

) (5)

where er f c is a complementary error function,

er f c(x) =
2√
(π)

∫ ∞

x
e−

t2
2 dt (6)

Thus, the total overload probability for the first handshake step due to collision and interference
is obtained by averaging the H2H load as:

PO,1 =
nmax

∑
n=2

PnO_PRACHn

=
nmax

∑
n=2

(λtotal)
n

n!
e−λtotal O_PRACHn

(7)

where nmax is a sufficiently large number.
For the third handshake step, the collision probability that H2H terminals collide when j > 1 is:

P3(j) = e−λi ,L3
λ

j
i,L3

j!
(8)

where λi,L3 denotes the arrival rate of the third step L2/L3 messages.
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Now, to find the overload probability of the third handshake step, the overload probability of
Equation (3) can be written for different values of bandwidth, spectral efficiency and SINR:

Q_PRACHj = er f c(
W3
R3

1
T3

− W3η0
I3

− j − km,3√
kv,3

) (9)

Thus, the overall PRACH overload probability for the third handshake step with preamble
collision and inter-cell interference is:

PQ =
∑

j
j=2 P3(j)Q_PRACHj

∑
j
j=2 P3(j)

(10)

4.2. PM2M Overload Calculation

The Bit Error Rate (BER) of the PM2M overlay depends on the interference caused by H2H traffic.
We estimate the interference through the bit error rate BER experienced by PM2M traffic. To this end,
we need to find the outage/overload probability of PM2M based on SINR requirements for PRACH,
which can be expressed as:

Eb/N0 =
Nb I1

R
(n)I1+(NM−1)I1+ηp,1+η0W

W

= Nb
W/R

n + NM − 1 + ηp,1/I1 + η0W/I1

(11)

where
Nb is the number of preamble elements;
W is the LTE bandwidth;
R is the LTE PRACH preamble data rate;
I1 is the received signal power;
ηp,1 is the outer cell interference power; η0 is the spectral density of white noise; and
NM is the number of PM2M preamble codes that are always active.

The overload probability of PM2M data on each preamble can be derived analogously to
Equations (2) and (5) as:

M_oloadn = Pr(n +
ηp,1

I1
>

WNb
RTM

− NM − Wη0

I1
)

= er f c(
WNb

R
1

TM
− Wη0

I1
− n − NM + 1 − km,1√

kv,1
)

(12)

Then, the total PM2M overload probability can be obtained as:

PM_oload =
∞

∑
n=0

Pn M_oloadn

=
nmax

∑
n=2

(λtotal)
n

n!
e−λtotal M_oloadn

(13)

Using the PM2M overload probability, we could approximate the BER as half of the overload:

BERPM2M = 0.5PM_oload (14)
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5. Modelling the PM2M Backoff Procedure with Backoff Error

Let us now present the analytical model for the CSMA-CA backoff procedure. We model backoff
errors that occur when a UE incorrectly estimates the state of the channel. Our modelling is based
on elements developed in [13] with necessary modifications regarding the superframe structure and
coupling with the physical layer. The physical layer influences clear channel assessment at MAC.
The latter comes due to SINR, which depends on H2H traffic and preambles belonging to the physical
layer of the overlay network.

We consider a single-hop PM2M overlay network with H2H terminals in a single LTE/LTE-A cell.
The system works in the non-saturation condition where the packet queue does not always have a
packet to transmit and each UE experiences an idle period when its queue is empty. The model consists
of two three-dimensional Discrete Time Markov Chains (DTMCs). Note that the physical layer of
our proposed architecture is different from that in [13] since our physical layer is implemented with
dedicated preambles and we do not use RTS/CTS to avoid creating extra overload on the PRACH.

We consider two user priorities, UPk, k = 0, 1, where Indices 0 and 1 refer to lower and higher
priority traffic class, respectively. All the time scales are presented in slots and modified according to
the LTE time scale. The backoff value of a UPk node is distributed uniformly over the interval [1, CWk].
CWk has the minimum value of CWk,min = Wk,i where i = 0. The maximum contention window value
is CWk,max = Wk,maxk

, corresponding to the maximum number of retries R = 7. User priorities are
differentiated according to the values of CW; see Table 1. We assume that a packet is dropped if the
number of unsuccessful attempts exceeds the retry limit R. Contention window values for a user
priority UPk node for the i-th backoff phase are calculated as follows:

• Initially, Wk,i = Wk,min = CWk,min, where i = 0.
• The contention window value doubles when, Wk,i = min{2Wk,i−1, CWk,max}, for 2 <= i <= R, if

i is an even number
• The contention window value increases uniformly when, Wk,i = Wk,i−1, for 1 <= i <= R, if i is

an odd number.

We calculate the probability that neither the data nor the subsequent acknowledgement (ack)
packet are corrupted by noise as:

σ = (1 − BERPM2M)dts+aks (15)

where BERPM2M is the bit error rate caused by interference from H2H traffic and dts, aks represent the
data and acknowledgement size in slots.

In IEEE 802.15.6, during the CSMA-CA medium access, a UE senses the medium before
decrementing the backoff counter. If the medium is sensed as busy, the node will freeze the backoff
counter until the medium is sensed to be idle. The UE senses the status of the medium in backoff
periods equivalent to 20-bit periods. Listening in each bit period may give an erroneous result with the
probability BERPM2M. If more than half of the bits are wrong, the UE arrives at the wrong listening
decision for a given backoff period with the probability of:

PBerr =
20

∑
nb=11

(
20
B

)
BERB

PM2M(1 − BERPM2M)20−nb (16)

We develop a three-dimensional Discrete Time Markov Chain (DTMC) to model the backoff
procedure of the CSMA-CA mechanism with backoff error only for two traffic classes and the Random
Access Phase (RAP), as depicted in Figure 6. To calculate the average backoff time, we calculate all
possible backoff phases during the CSMA-CA countdown and extend three-dimensional DTMCs to
four-dimensional ones for all UPs, as shown in Figure 7.

The medium access probability τk of a UPk node, where k = 0, 1 during RAP is calculated by
solving the two dependent DTMCs derived by extending the framework from [13] with the probability

55



J. Sens. Actuator Netw. 2018, 7, 27

of backoff error. The access probability is calculated only when the medium is idle and nodes are
competing to get access. The incorrect idle medium probability in CSMA slots where all ni nodes with
priority i perform access is:

m_idleAerr =
7

∑
i=0

PBerr(1 − τi)
ni (17)

and the probability that the medium is busy is:

m_busy = 1 − m_idleAerr (18)

Figure 6. Markov chain for UPk, modified from [13].

Then, we evaluate the probability of the medium being idle as observed by UE of class k ∈ (0, 1)
during the backoff countdown (which means that other nodes do not access the medium during the
current RAP) as:

m_errk =
m_idleAerr

1 − τk
(19)

During a given backoff countdown, there is a possibility that there is not enough time in the
superframe (RAP) to complete the countdown and the transmission. The probability of this event is:

S_timek =
1

XRAP − Tsucc − Ck
(20)

where
Tsucc = (datas + acks + si f s) is the successful transmission time in slots;
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Ck = CWk,min+CWk,max
4 is the approximate mean backoff counter value; and

Tcoll = (datas + acks + si f s) is the unsuccessful transmission time.
In all cases, SIFS refers to short interframe space [11].

Figure 7. Extended Markov chain for UPk modified from [13].

Now, we have to calculate the probability that the backoff counter value of a node will be unfrozen
(i.e., decremented) for j = 1 . . Wk,mk

:

hk,j = m_errk(1 − S_timek
1 − m_errj

k
1 − m_errk

) (21)

The indices of state probabilities bk,i,j of the Markov chain as shown in Figure 6 are k = 0 . . . 1,
i = 0 . . . R and j = 0 . . . Wk,i. The medium access probability is calculated as τk = ∑R

0 bk,i,o.
We have to calculate the zeroth backoff phase, which depends on the probability of the CSMA

slot being in the idle state, the probability that the queue is empty due to successful transmission or
dropped because of the exceeded retry limit. In our model, we adopt the expression for the probability
of the queue being empty Qemt from [13]. Then, the probability of being in the idle state may also
refer to the wrong medium status in the presence of backoff error. Assuming that the probability of
the data frame arrival during the interval between two successive Markov points is denoted as α, the
probability of the idle state is calculated as:

Sidle,k = PBerr
τkm_errkσkQempt

αk(1 − (1 − m_errkσk)R+1)
(22)

Thus, the sum of all DTMC states belonging of the zeroth backoff phase for traffic class k is:

Zbo f f ,k =
τkm_errkσk(1 − Qemt) + Sidle,kα

1 − (1 − m_errkσk)R+1(1 − Qemt)
(23)
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The normalization condition for DTMCs of each class requires that the sum of all the state
probabilities is one. By solving the system of equations belonging to the DTMC of each traffic class
and coupling the equation for the behaviour of medium, we calculate the medium access probability
for each traffic class with backoff error, τk, k = 0, 1, during RAP as:

1 = Sidle,k + Zbo f f

R

∑
i=0

(1 − m_errk)
i(1 +

Wk,i

∑
j=1

Wk,i − j + 1
Wk,im_errkσk

) (24)

During the CSMA-CA mechanism when a node tries to get access to the medium, it has to backoff
and lock the backoff counter if the channel is busy due to a transmission by another node, be it
ultimately successful or not; or there is not enough time in the current superframe to complete the
frame transmission.

The node unlocks the backoff counter again when the channel is idle for the SIFS period within
the superframe time, and the current superframe has enough time to complete the frame transaction.

All of the above conditions work fine in the absence of backoff error. However, in the presence
of backoff error, the node could decide that the medium is idle and unlock the backoff counter
when the medium is actually busy, which could lead to excessive collisions in the overlay network.
Alternatively, the node may freeze the backoff counter when it should not; this leads to longer backoffs
and possibly to relegating a transmission to the next superframe.

We added the backoff error in the DTMC for the backoff procedure for traffic class k, as shown in
Figure 7, and calculated the Probability Generating Functions (PGFs) of times for the important phases:

• Eb f succk,j(z), the time period between the locking and unlocking of the backoff counter due to
successful transmission by another node.

• Eb f collk,j(z), the duration of unsuccessful transmission.
• Eb f plock,j(z), the time between locking and unlocking when there is not enough time for

completing a packet transmission.

All of the above conditions are modelled for the RAP access phase with two traffic classes k = 0, 1,
with j = 1 . . Wk,mk

being the backoff counter value for the locked condition. We calculate the PGFs for
the three periods stated above as:

Eb f succk,j(z) = S_timekEb f pk,j(z)
1 − (1 − S_timek)

Tsucc zTsucc

(1 − (1 − S_timek)z)
+ (1 − S_timek)

Tsucc m_errkzTsucc

+ (1 − S_timek)
Tsucc(psucc,kEb f succk,j(z) + pcoll,kEb f collk,j(z))

(25)

Eb f collk,j(z) = S_timekEb f pk,j(z)(1 − (1 − S_timek)
Tcoll zTcoll )/(1 − (1 − S_timek)z))

+ (1 − S_timek)
Tcoll m_errkzTcoll + (1 − S_timek)

Tcoll (psucc,kEb f succk,j(z)

+ pcoll,kEb f collk,j(z))

(26)

Eb f plock,j(z) = zLt,k+j(m_errkz + (psucc,kEb f succk,j(z) + pcoll,kEb f collk,j(z))) (27)

where the parameters used in the derivations are as follows:
S_timek is the probability that there is not enough time to complete a frame transaction in the
current RAP;
Tsucc = (data + ack + 3si f s) is the successful transmission time in slots;
Tcoll is the unsuccessful transmission time in slots;
Psucc,k is the probability of locking the backoff counter due to successful transmission by others;
Pcoll,k is the probability of locking the backoff counter due to unsuccessful transmission by others; and
Lt = (XRAP + data + ack + 3si f s) is the number of CSMA slots when the backoff counter must be
locked due to insufficient time for completing the transaction.
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All of the above equations are solved to compute the values of unknown variables and model the
duration of periods when the backoff counter is locked on the transition probabilities of the Markov
chain with backoff error. Then, we proceed to find the mean number of backoff attempts in the presence
of the backoff evaluation error, which, for traffic class k, has the probability battmp,k = m_errkσ[k].

The duration of the backoff process has a truncated geometric distribution with respect to the
number of backoff phases, and we need to find the scaling factor, which corresponds to the probability
that the backoff process does not complete within R attempts:

Pscale = 1 − Battmp(X = R) = 1 −
7

∑
R=1

(battmp,k(1 − battmp,k)
R) (28)

which gives:

Batt,k(z) =
(battmp,z)(1 − ((1 − battmp,kz))R+1)

(1 − (1 − (battmp,kz)))Pscale
(29)

Then, the mean number of backoff attempts (B_Namp,k) for the traffic class k ∈ (0, 1) node before a
successful access to the medium is:

B_Nattmp,k =
∂

∂z
Batt,k(z)|z=1 (30)

6. Performance Evaluation

6.1. Performance of H2H Traffic in the Presence of the Overlay Network

We consider the LTE cells with a mix of H2H and M2M traffic, using the PRACH and PM2M
overlay parameters given in Table 2.

Table 2. Parameters of PRACH and the PM2M overlay network.

Parameter Value

codes per cell, N 64
codes for H2H traffic, Ni 46
codes for PM2M overlay traffic, NM 8
LTE frame duration 540 overlay backoff periods
LTE system bandwidth 5 MHz
PRACH bandwidth W = 1.08 MHz
preamble length 839 elements
preamble duration 1600 μs
preamble elements Nb = 16
preamble format 2
RACH configuration index c f = 5
preamble element rate Rprate = 1.048 M elements
traffic class TC0 and TC1
one backoff period 18.51 μs
superframe beacon interval 540 backoff periods
PM2M superframe duration 410 backoff periods
PM2M MAC data packet size 150 bytes with header
Maximum number of attempts to transmit the packet, R 7

We first evaluate the performance of H2H traffic in the presence of PM2M overlay. The H2H
request arrival rate was varied between 20 and 220 requests per second. Figure 8a shows the H2H
probability of success, which remains within 99% up to 220 H2H calls/s. The collision probability
shown in Figure 8b is only 0.0045, which validates the probability of success. The presence of the
overlay network is not overloading the cell with respect to H2H traffic, as shown in Figure 8c, where we
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observe that, for the H2H arrival rate up to 220 calls/s, the overload probability for H2H traffic is only
0.00065, which is very low indeed. The mean access delay (Figure 8d) is essentially flat, with only
a slight increase from 14.500 ms–14.556 ms in the observed range. Note that these performance
limits would apply to M2M devices in case they use regular LTE access on PRACH: in other words,
the random access procedure on PRACH is able to accommodate only about 220 calls per second,
be they posted by H2H or M2M users.

(a) Probability of successful handshake on
PRACH

(b) Probability of code collision on PRACH

(c) Probability of PRACH outage (d) H2H mean access delay in ms

Figure 8. Performance of H2H traffic for PF = 2, c f = 5.

6.2. Performance of the PM2M Overlay Network without Backoff Error

We evaluate the performance of the PM2M overlay network for two traffic classes and for the
contention-based RAP, with and without the backoff error, for H2H traffic intensity set to 100 calls/s.
We consider the non-saturation condition, which means that the UE buffer will not always have a data
frame to transmit. We assume that the data packet size is 30 bytes, including MAC headers of 10 bytes
(where the cell and node ID should be) and the remaining 20 bytes used for MAC data.

We first investigate the capacity of the PM2M overlay network on PRACH by neglecting the error
in clear channel assessment. The packet arrival rate per M2M node was set in the range between 0.4
and two packets/s, while the number of PM2M nodes was varied between 300 and 1560. The upper
bound for the number of nodes was selected so as to capture reasonable decline in transmission
success probability.
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Figures 9a and 10a show the probability of successful packet transmission for Traffic Classes 0
and 1. We notice that Traffic Class 1 achieves a 5% higher success probability than Traffic Class 0
for 1560 nodes. The mean backoff time for Classes 0 and 1, for 1560 nodes, was 98 and 35 backoff
periods, respectively, as shown in Figures 9b and 10b. This is reasonable since lower the priority
traffic class with a higher contention window value has to backoff for a longer period of time than
the higher priority class with shorter contention window. Medium access probabilities are shown in
Figures 9c and 10c. We notice that Traffic Class 1 has up to a 15% higher access probability.

(a) Probability of success. (b) Mean backoff time.

(c) Medium access probability. (d) Normalized throughput.

(e) Mean number of backoff attempts.

Figure 9. Performance of the PM2M overlay for Traffic Class 0 without backoff error.
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We calculate the normalized throughput for each node, which was defined as the fraction of
time in which the channel is used to transmit the frames’ payload. Figures 9d and 10d show that the
throughput of TC1 is almost three-times higher than TC0 for 1560 PM2M nodes and the highest data
arrival rate. The mean number of backoff attempts is shown in Figures 9e and 10e for Traffic Classes 0
and 1, respectively; again, we note the slight disadvantage of Traffic Class 0 with respect to Class 1.

(a) Probability of success. (b) Mean backoff time. (c) Medium access probability.

(d) Normalized throughput. (e) Mean number of backoff attempts.

Figure 10. Performance of the PM2M overlay for Traffic Class 1 without backoff error.

6.3. Performance of the PM2M Overlay with Backoff Error

We evaluate the performance of PM2M with backoff error for both traffic classes under the same
conditions as in the previous experiment, except that the number of nodes was ranging between 300
and 1320. As before, these values were chose to result in the decrease of the probability of successful
access to the medium in the range similar to the case without backoff error, as considered in the
previous subsection.

We found that we can accommodate up to about 1320 nodes for each traffic class in the same
range of transmission success probability, which represents a 12% decrease of overlay network capacity.
The transmission success probability for 1320 nodes and a packet arrival rate of two packets per second
is close to 0.83 and 0.87 for Traffic Classes 0 and 1, respectively. The mean number of backoff periods
in slots for Classes 0 and 1, shown in Figures 11b and 12b, reaches 33 slots and 100 slots, respectively,
under the highest load. The medium access probability (Figures 11c and 12c) is about 10–15% lower
for class TC0 than for the higher priority class TC1. Figure 12d shows that the throughput of TC1

is almost three-times higher than TC0 (Figure 11d) under the highest load. Regarding the mean
number of backoff attempts, Figure 11e shows that lower traffic class TC0 has to perform slightly more
backoff attempts than higher priority traffic class TC1 (Figure 12e), as we expected with the presence
of backoff error.
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(a) Probability of success. (b) Mean backoff time. (c) Medium access probability.

(d) Normalized throughput. (e) Mean number of backoff attempts.

Figure 11. Performance of the PM2M overlay for traffic class TC0 with backoff error.

(a) Probability of success. (b) Mean backoff time. (c) Medium access probability.

(d) Normalized throughput. (e) Mean number of backoff attempts.

Figure 12. Performance of the PM2M overlay for traffic class TC1 with backoff error.
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6.4. Discussion

It may seem that 1320 and 1560 M2M calls per second, obtained through the use of the PM2M
overlay, are not that impressive a performance limit. However, it is known that there are “major
difficulties in carrying the M2M traffic of more than 2000 UEs with an acceptable success ratio,
even when all the 64 available preambles are dedicated TO M2M contention-based access” [29].
Improvements are reported when more preambles are used, up to 500 in [29], even though this
is highly unrealistic. Namely, ZC sequences are mutually orthogonal, but they nonetheless cause
interference with each other and decrease the achievable SINR. An increased number of preambles
thus leads to increased error probability and degraded performance.

On the contrary, the PM2M overlay described here achieves this level of performance by using
only eight out of 54 available ZC preambles, as explained in Section 3.3, which leaves the remaining 46
free for use with H2H traffic (10 preambles are set aside for handoff H2H calls); when 16 preambles
are used, our CSMA overlay scheme can accommodate up to 2000 devices [12], which clearly shows
its superiority over plain LTE random access for M2M calls.

A different scheme has been recently proposed that tries to resolve collisions and, presumably,
improve performance by reassigning a subset of available preambles to calls that failed an access
attempt [9]. However, they use a simplified error calculation based on slotted ALOHA, which does
not account for interference caused by simultaneous random access attempts and/or other channels in
the neighbouring cells. Moreover, their scheme requires modification of PRACH handling for M2M
traffic, as all M2M nodes are required to listen to eNodeB announcements through which the subset
of preambles used for repeated access is publicized, as it changes from one PRACH resource to the
next one.

Unlike those schemes, our analysis uses the SINR calculation given in [2], which explicitly
models the interference from other random access attempts both in the given and surrounding cells,
which allows for more accurate and more realistic results. Furthermore, we model the impact of errors
made during the medium sensing process, which no other scheme takes into account.

Finally, we note that all other schemes use random access just to initiate connection and obtain
resources, as is common for H2H calls, and the actual data are sent later. In contrast, our scheme allows
short messages typical for M2M devices to be actually transmitted during random access, which would
lead to reduced latency and improved performance.

7. Conclusions

In this work, we have presented an IEEE 802.15.6-based overlay network that allows the LTE
network to support massive M2M traffic with priorities over PRACH. The PM2M overlay operates by
dedicating a number of available preambles to the physical layer of the overlay network; the remaining
preambles can be used for LTE-prescribed random access by regular LTE UEs. We have modelled
the performance of the overlay, as well as the mutual interference of H2H and PM2M traffic when
both are present in the LTE cell and the performance of the PM2M overlay with and without the
errors in the clear channel sense performed during the backoff countdown. Our results indicate, first,
that the H2H traffic still enjoys fair access to the PRACH despite the presence of the PM2M overlay.
Second, the PM2M overlay is capable of accommodating up to about 1500 M2M devices in a single cell
with default LTE capacity. Third, the backoff error reduces this capacity by about 12% compared to the
case with perfect channel sensing. In both cases, the PM2M overlay is capable of providing sufficient
differentiation between low- and high-priority traffic classes given the backoff period. Our results
show that including backoff error decreases overlay capacity by approximately 12% compared to
the perfect clear channel assessment. We have also evaluated priority differentiation in the overlay
network using different sizes of backoff windows. Therefore, we could consider a higher priority
traffic class for more critical mMTC applications, such as vehicular safety, and a lower priority traffic
class for applications with less stringent requirements, such as crowd sensing, thus making it suitable
for a wide range of smart city applications.
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12. Mišić, J.; Mišić, V. Adapting LTE/LTE-A to M2M and D2D Communications. IEEE Netw. 2017, 31, 63–69.
[CrossRef]
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Abstract: Ubiquity, heterogeneity and dense deployment of sensors have yielded the Internet of
Things (IoT) concept, which is an integral component of various smart spaces including smart
cities. Applications and services in a smart city ecosystem aim at minimizing the cost and
maximizing the quality of living. Among these services, waste management is a unique service that
covers both aspects. To this end, in this paper, we propose a WSN-driven system for smart waste
management in urban areas. In our proposed framework, the waste bins are equipped with sensors
that continuously monitor the waste level and trigger alarms that are wirelessly communicated
to a cloud platform to actuate the municipal agents, i.e., waste collection trucks. We formulate an
Integer Linear Programming (ILP) model to find the best set of trajectory-truck with the objectives
of minimum cost or minimum delay. In order for the trajectory assistance to work in real time,
we propose three heuristics, one of which is a greedy one. Through simulations, we show that the
ILP formulation can provide a baseline reference to the heuristics, whereas the non-greedy heuristics
can significantly outperform the greedy approach regarding cost and delay under moderate waste
accumulation scenarios.

Keywords: wireless sensor networks; Internet of Things; smart cities; waste management; urban
planning; optimization

1. Introduction

Smart cities operate on the foundation of information and communication technologies in order to
bridge citizens and technology with the ultimate goal of improving quality of life and sustainability [1].
Moreover, smart cities manage city assets including, but not limited to, the local departments,
information systems, libraries, schools, hospitals, waste management systems and transportation
systems [2]. The most commonly-known smart city services are smart transportation, smart grid, smart
parking, smart health and smart lighting [3]. Wireless Sensor and Actuator Networks (WSAN) facilitate
the manageability and efficiency of smart city services [4–7]. Most researchers define the smart city
paradigm as an application of the Internet of Things (IoT) concept [8]. Besides, the high penetration
rate of the IoT technologies, which are used in all the activities of everyday life, is significantly
increasing [9].

The Internet of Things (IoT) has been one of the major research topics in the Information and
Communication Technology (ICT) field in various applications [9]. Indeed, IoT and WSAN play the
key roles in the realization of smart cities, and as stated in [10], a smart city is comprised of water,
energy, waste, transportation and information and communication aspects, which are orthogonal
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to each other. One of the key areas to build sustainable cities is waste management, which stands
for acquiring the waste status in the bins through volumetric sensors [11]. Waste accumulation is
inevitable in any life cycle [12]. Therefore, waste management is considered to be a factor that directly
impacts the quality of living for citizens. Recent research reports that the growth rate of the Municipal
Solid Waste (MSW) amount is higher than the urbanization growth rate [13]. In developing countries,
the increase of the municipal solid waste generation is correlated with rapid urbanization, an increase
in the population and living standards [14]. In the field of waste management, there have been several
studies focused on different aspects and challenges [13–19]. To enable dynamicity in the garbage
collection, garbage truck fleet management and determining collection routes, IoT is pointed out as an
inseparable component of a waste management system in a smart city infrastructure [20]. To ensure
the effectiveness of waste management services, the IoT and WSAN data regarding the waste levels
throughout a municipal region call for effective and efficient decision-making systems [21].

In this paper, we propose a WSN-driven smart waste management solution for a smart city setting.
To this end, we propose a heuristic method for efficient planning of waste collection routes in the
presence of a WSN that raises a set of alarms to initiate/trigger waste collection. We compare the
heuristic to a baseline approach, which plans waste management solely based on the next closest
location in town. The baseline approach is called Closest Vehicle First (CVF). Two heuristic solutions are
developed to improve the naïve approach: (1) Collect based on Upper Threshold (CUT) and (2) Collect
based on Upper and Lower Threshold (CULT). The two approaches work similarly; however, CUT
keeps adding all the bins to the truck list even if they have not triggered the alarms, whereas CULT
aims to collect only the bins with waste levels higher than the lower threshold. Besides, the CUT
approach utilizes an upper threshold for the load level of waste bins, whereas the second heuristic
takes upper and lower load thresholds into consideration. Through simulations, we show that CUT
and CULT improve the baseline solution by up to 16.7% and 8.3% in terms of management cost and
by 4.6% and 3% regarding collection delay, respectively. Furthermore, to evaluate the optimality of
our heuristic methodology, we formulate an optimization model for the planning of optimal routes
for waste collection. Under various small-scale scenarios with different pre-determined sensor-driven
alarm thresholds, we show that the proposed heuristic solution can achieve the operation within
85.75% of the solution in real time. The proposed approaches, for the first time, consider the waste
arrival rate so as to improve the waste management routing problem. Moreover, considering the waste
arrival implicitly gives an indication of the behaviour of filling up the waste bins. Hence, the truck can
be directed to collect the bins even if they have not triggered the alarms. Furthermore, the penalty cost
considered in the model plays a key role along with the waste arrival rate because overflowed bins are
penalized, which would lead to a significant increase in the cost.

This work is organized as follows. In Section 2, we briefly discuss the state of the art in WSN-based
waste management in smart cities. Section 3 describes the system model and defines the smart waste
management problem. Section 4 provides a thorough explanation of the optimization model for
WSN-driven waste management in a smart city setting, while Section 5 presents the baseline approach
to address waste management and our proposed heuristic in detail. Section 6 shows numerical results
under various test cases by comparing the heuristic to the baseline solution and the optimization
model. Finally, Section 7 concludes the article and gives future directions.

2. Related Work and Motivation

Waste management has been of interest for various researchers in the sustainability and smart
cities research field. Urban populations are increasing and causing a change in the consumption
patterns. Increasing urbanization speed and scale has caused at least 50% of the global population to
reside in urban regions. Moreover, by the year 2050, this ratio is expected to be 86% and 64% of the
population for developed and developing countries, respectively [22]. Some studies evaluated different
scheduling and routing approaches and their relationships to the fundamental characteristics of the
solid waste management system [23]. A comprehensive review of waste management systems for
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residential units was presented in [24]. Utilization of sensors is particularly considered for monitoring
critical parameters such as moisture and temperature instead of the load or residual capacity of waste
bins. Such a system can be extended to a city-/municipality-wide monitoring and actuation system
through networked sensors and by exploiting the benefits of computational and storage capabilities in
the cloud. To this end, we identify the study in [12] as the closest work to ours from the architectural
standpoint. In the reference study, a cloud-based waste management system was introduced with the
objective of reducing gas/fuel consumption and improving efficiency (i.e., total delay). According to
the proposed system, waste bins in a metropolitan area are equipped with sensors that sense and
communicate the load levels of the bins to the cloud platform for further processing and decision
making. The decision-making module of the proposed system resides in the cloud and provides
services for waste collection, route optimization, recycling and disposal, food industry, taxation and
even energy generation through waste.

In [20], high priority areas were formed, e.g., schools and hospitals, and priority was given to
the bins close to those areas when collecting waste. A dynamic routing process was employed to
serve high priority bins immediately. The authors studied four models, namely: (1) the dedicated
truck model, (2) detour model, (3) minimum distance model and (4) reassignment model. In the same
study, a sector-based approach was formed to partition the area into sectors to which bins and trucks
were assigned. However, in some models, trucks can be allowed to serve bins that are located in
other sectors. The models listed above were studied under real and synthetic data obtained from the
municipality of Saint Petersburg, Russia. The performance of the models was presented with respect
to CPU time to form the routes, collected load, distance, routing time, response time and fuel quantity.
The results were obtained by varying the number of sectors, prioritizing bins under various scenarios,
number of trucks per sector and truck capacity. The study reported that in most cases, the reassignment
model outperformed its counterparts regarding the above-mentioned performance metrics. It is worth
noting that if a waste management cost function was formulated by incorporating all these metrics,
the performance evaluation could be more useful for the overall system.

In [25], the problem of waste management was addressed by planning vehicle routes to collect
solid waste in a municipality in Finland. The trucks that collected the bins had capacities that could not
be exceeded. In the region under consideration, 30,000 bins were considered to be located in densely-
and sparsely-populated districts. Furthermore, different types of municipal solid waste and bins were
also considered.

Among the researchers who have contributed to the field of waste management and
monitoring, there are exemplary ones who have applied machine learning approaches to their
proposals. In [26], level detection for solid waste bins was proposed along with a grey level
co-occurrence-based classification.

In [27], the authors aimed to locate an optimal landfill site to achieve minimum economical and
socio-environmental effects and cost for the waste management system in the city of Regina (SK,
Canada) by integrating Multi-Criteria Decision Analysis (MCDA) with Inexact Mixed Integer Linear
Programming (IMILP).

In [28], a real-time framework was developed to monitor the bin status and condition.
The monitoring application was based on decision algorithms for sensing solid waste arrival. The route
optimization for waste management was envisioned to translate into the minimization of cost and
carbon emissions. The authors aimed to minimize the collection cost by performing route optimization
in Municipal Solid Waste Collection (MSWC) [29]. The data used in the optimization study was
obtained from 39 districts in the city of Trabzon, Turkey. The experiments involve multimedia data that
were acquired through video cameras installed in the vehicles. The integration of the Route View ProTM

optimization tool with the Geographic Information System (GIS) enabled finding the shortest route.
The proposed approach was shown to reduce the total solid waste collection by 24% via route optimization.

The authors in [30] proposed to utilize bins’ sensors to transmit real-time data of the bins’ fill-level
to overcome the uncertainty regarding the amount of waste in the bins. In order to ensure improved
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efficiency for waste collection, three different operational management approaches were presented:
(1) the limited approach, which was based on a cluster first-route heuristic, where the visited bins
were selected by their minimum fill-level threshold in each day; after the selection of bins to be
collected was defined, a Capacitated Vehicle Routing Problem (CVRP) model was run to optimize
each vehicle route in order to achieve minimum transportation cost; (2) the smart collection approach,
in which an MILP formulation determined the best collection sequence of bins on each day based on
the maximization of the profit; (3) the smarter collection approach, where a heuristic was integrated
with the same MILP model to choose the best days that maximized the profit. Out of these approaches,
the study concluded that the smart collection was the most efficient and generic one. It is worth noting
that the MILP model can also be improved by considering the waste arrival rate and/or a penalty cost
that may be applied to the overflowed bins, which can significantly affect the profit.

In [31], Wireless Monitoring Units (WMU) were installed in the waste bins where each WMU was
equipped with wireless sensors that monitored the remaining capacity of each bin and reported it to
the wireless access points for further processing in a central monitoring station. It was shown that
the remaining capacity of a waste bin could be predicted with an accuracy of 98.3%, where a wireless
access point could serve a set of WMUs that resided within the coverage of 27 m in diameter.

It is worth noting that data analytics and artificial intelligence methods play a crucial role in
profiling the waste arrival, collection and accumulation processes. Therefore, sensory data need
to be coupled with data analytics solutions and methodologies. However, this is included in our
future agenda. A thorough survey of data analytics approaches for management and profiling of waste
management in smart cities was presented in [32].

From the standpoint of the methodology, the study in [30] presented the closest concept to our
approach in this article. In the cited work, the authors tackled the problem of obtaining actual load
levels in the waste bins through the use of sensors and feeding the information into an optimization
model or a sub-optimal heuristic. To this end, three solutions were formulated, where: the first one
applied a naive minimum load threshold; the second one aimed to obtain the best collection order of
the bins; as an alternative, the authors introduced a further improved model that considered the time
dimension, i.e., when and in what order to collect the bins. One of the open issues, as stated by the
authors, in their proposed model was the utilization of the waste arrival and accumulation in the bins
in the problem. Furthermore, as suggested by the authors, cost factors may vary in time and type.
With these in mind, in this article, we incorporate various cost factors into the optimal waste collection
model, as well as estimated load levels in the bins.

3. System Model

The waste management problem addressed by our proposed model uses real-time information
of the waste fill-levels of the bins to define dynamic routes for each truck. This problem has the
following components and inputs: given a complete undirected graph with a set of M waste bins and
a distance of Δij between any two bins, a central station with a set of N trucks where all the trucks
start and end their routes and a disposal area where the trucks dump the waste collected from the bins.
Before proceeding with the details of the model, it is worth presenting the notation of the system.

Each waste bin i is defined with a maximum capacity Λi and is equipped with communication
capability to transmit the real-time waste level of the bin measured by an ultrasonic sensor. The sensors
inside the waste bins transmit the fill-levels of the bins in m3s, which is then transformed into kilograms.
Furthermore, this particular study is considered for urban areas; thus, it is reasonable to model the
waste arrival rate by the Poisson distribution in the cities. Moreover, we present in the Result Section
the performance of the system under aggressive arrival rates. However, under significantly light
arrival rates, CUT ensures that all the bins on the same assigned route of a truck will be collected
regardless of whether or not they have raised an alarm. In the case of an overflow at bin i, a penalty fee
of ρi is applied. Moreover, each truck t has a pre-determined number of workers (ht) and a maximum
capacity (Ct). All trucks are equipped with two-way communication capability with the base station.
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The system model described in Figure 1 shows that all the trucks are initially located in the
central station. Once the waste arrival to bin i accumulates and reaches a pre-defined threshold Ψi,
an alarm denoting the call for waste collection is triggered and sent to the base station. The base station
communicates with the cloud to process the data and to find the optimal route to collect the waste
in loaded bins including the bin that alarmed. The cloud sends the optimal route to truck t through
the base station. At the end of the collection, all trucks stop at the disposal area to empty the waste
collected from the bins. The objective is to obtain a list of waste bins that are potentially to be visited,
and to obtain the optimal visiting trajectory for each truck t, which will minimize the cost value, as well
as the collection delay. Referring to the description of the problem, three dynamic waste collection
methods are presented in Section 5.

Figure 1. An overview of the system model.

4. Optimization Model for WSN-Based Waste Management in Smart Cities

This section formulates an Integer Linear Programming (ILP) model for the optimal waste
management in a smart city in the presence of coordinated wireless sensors for monitoring the waste
status at multiple locations. Before we proceed with the details of the optimization, it is worth
presenting the notation of the model. The inputs, variables and outputs used in the MILP model are
listed and detailed in Table 1.
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4.1. Cost-Based Optimization Model

The objective of the cost-based optimization model is to minimize the cost of waste collection.
The objective function in Equation (1) is broken down into the cost components in the set of constraints
starting Equation (2). The following parameters contribute to the cost of waste collection: gas mileage,
human resource and penalty due to excessively-loaded bins.

Minimize Cost (1)

subject to
Cost − G · d − τ · H · ht −

M

∑
i=1

(Fi − Λi) · ρi = H · W · M · N · ht + D · M (2)

d −
N

∑
t=1

dt = 0 (3)

τ −
N

∑
t=1

τt = 0 (4)

dt −
M

∑
n=1

M

∑
i

M

∑
j 	=i

ΔijXnt
ij = Ît + It + h̄, ∀t ∈ N (5)

τt − dt/S = Rt, ∀t ∈ N (6)

It −
M

∑
i=1

Qt
i1 · ri = 0, ∀t ∈ N (7)

Ît −
M

∑
n=1

M

∑
i=1

(Qt
i+1,n+1 − Qt

in) · Δi = 0, ∀t ∈ N (8)

Equations (3)–(8) formulate the distance-related constraints. Equations (3) and (4) define the total
distance and total collection time (i.e., route length), respectively. In addition, Equations (5) and (6)
define the distance and time covered by each truck. The next constraint in Equation (7) represents the
distance from the central station to the first bin. Finally, the constraint in Equation (8) formulates the
distance from the last bin to the disposal area.

Xnt
ij − Qt

in ≤ 0, ∀j ∈ M, ∀n ∈ M, ∀t ∈ N (9)

Xnt
ij − Qt

jn+1 ≤ 0, ∀j ∈ M, ∀n ∈ M, ∀t ∈ N (10)

Qt
in + Qt

jn+1 − Xnt
ij ≤ 1, ∀j ∈ M, ∀n ∈ M, ∀t ∈ N (11)

The optimization model requires formulating the conditional variable that denotes whether bins i
and j are picked up by truck t at the n-th and (n + 1)-th order, respectively. This can be formulated
as the multiplication of the two variables, i.e., (Qt

in × Qt
in+1). The non-linearity in Qt

in × Qt
jn+1 is

linearized by the constraints in (9)–(11). The first two inequalities ensure that Xnt
ij will be zero if either

Qt
in or Qt

in+1 is zero. The last inequality ensures that Xnt
ij will be equal to one, only if both binary

variables are one. However, this will linearize Xnt
ij without violating any of the other constraints.

M

∑
n=1

N

∑
t=1

Qt
in = 1, ∀i ∈ M (12)

M

∑
n=1

M

∑
i=1

N

∑
t=1

Qt
in = M (13)
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M

∑
i=1

Qt
in ≤ 1, ∀n ∈ M, ∀t ∈ N (14)

M

∑
n=1

M

∑
i=1

Qt
in − bt = 0, ∀t ∈ N (15)

M

∑
n=1

M

∑
i=1

Xnt
ij = bt − 1, ∀t ∈ N (16)

M

∑
n=1

M

∑
i=1

(Qt
in · δi + λi · Ht

in) ≤ Ct, ∀t ∈ N (17)

Pi − (1 − Qt
in) · UB ≤ Ht

in, ∀i ∈ M, ∀n ∈ M, ∀t ∈ N (18)

Ht
in ≥ 0, ∀i ∈ M, ∀n ∈ M, ∀t ∈ N (19)

The next set of equations denotes the capacity constraints: Equation (12) ensures that bin i can
be collected only by one truck. Equation (13) guarantees that all bins must be collected; and the
constraint in Equation (14) ensures the following: given truck t, order n can be set to bin i at most
once. The constraint set in Equations (12)–(14) ensures that all bins can be visited only once in
consecutive order.

The constraint in Equation (15) defines the number of collected bins by each truck, whereas
the constraint (16) defines the number of trips made between two consecutive bins. The constraint
in Equation (17) ensures that the total bins collected by truck t will not exceed the truck capacity.
Similar to the constraints above, the product of the binary variable Qt

in with the integer variable Pi
(pickup time of bin i) is linearized where Ht

in denotes the product, i.e., Ht
in = Qt

in × Pi. Equation (18)
ensures that Ht

in will have the same value as Pi if Qt
in is one, and zero otherwise. Equation (19) ensures

that Ht
in will have a non-negative value. Similarly, Equations (21) and (22) solve the non-linearity in

Equation (20) the same as the way Equations (18) and (19) do.
Equation (20) formulates the pickup time of bin i by summing the time distance between bins i and

j (i.e., tij), pickup time of the previous bin Pj and the time needed to reach the first bin from the central
station. Equation (23) defines the final load of bin i by adding the current load (i.e., the multiplication
of the pickup time and arrival rate) of the bin to the initial load.

Pi −
M

∑
j 	=i

(Xnt
ij · tij)−

M

∑
j 	=i

Vt
jn − (Qt

i1 · Ti) = 0, ∀t ∈ N, ∀i ∈ M, ∀n ∈ M, n > 1 (20)

Pi − (1 − Qt
in−1) · UB ≤ Vt

jn, ∀i ∈ M, ∀n ∈ M, ∀t ∈ N (21)

Vt
jn ≥ 0, ∀i ∈ M, ∀n ∈ M, ∀t ∈ N (22)

Fi − (Pi · λi) = δi, ∀i ∈ M (23)

4.2. Delay-Based Optimization Model

In the delay-based ILP model, the constraints in Equations (27)–(42) share the same functionality
as the cost model constraints. However, Equation (26) defines the objective function to minimize the
truck delay based on the travel time between two consecutive bins, travel time from the central station
to the first bin, travel time from the last bin to the dumping area, travel time from the dumping area
to the central station, the time needed to empty the bins and time required to unload the truck in the
dumping area.

Minimize Delay (24)

subject to
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Delay −
N

∑
t=1

Delayt = 0 (25)

Delayt −
M

∑
n=1

M

∑
i

M

∑
j 	=i

tijXnt
ij − btW = (It + Ît + h̄)/S + Rt, ∀t ∈ N (26)

Xnt
ij ≤ Qt

in, ∀i ∈ M, ∀j ∈ M, ∀n ∈ M, ∀t ∈ N (27)

Xnt
ij ≤ Qt

jn+1, ∀i M, ∀j ∈ M, ∀n ∈ M, ∀t ∈ N (28)

Qt
in + Qt

jn+1 − Xnt
ij ≤ 1, ∀i ∈ M, ∀j ∈ M, ∀n ∈ M, ∀t ∈ N (29)

M

∑
n=1

M

∑
i=1

Xnt
ij = bt − 1, ∀t ∈ N (30)

M

∑
n=1

N

∑
t=1

Qt
in = 1, ∀i ∈ M (31)

Ît =
M

∑
n=1

M

∑
i=1

(Qt
i+1,n+1 − Qt

in) · Δi, ∀t ∈ N (32)

It =
M

∑
i=1

Qt
i1 · ri, ∀t ∈ N (33)

M

∑
n=1

M

∑
i=1

Qt
in = bt, ∀t ∈ N (34)

M

∑
i=1

Qt
in ≤ 1, ∀n ∈ M, ∀t ∈ N (35)

M

∑
n=1

M

∑
i=1

N

∑
t=1

Qt
in = M (36)

M

∑
n=1

M

∑
i=1

(Qt
in · δi + λi · Ht

in) ≤ Ct, ∀t ∈ N (37)

Pi − UB(1 − Qt
in) ≤ Ht

in, ∀i ∈ M, ∀n ∈ M, ∀t ∈ N (38)

Ht
in ≥ 0, ∀i ∈ M, ∀n ∈ M, ∀t ∈ N (39)

Pi −
M

∑
j 	=i

(Xnt
ij · tij)−

M

∑
j 	=i

Vt
jn − (Qt

i1 · Ti) = 0, ∀t ∈ N, ∀i ∈ M, ∀n ∈ M, n > 1 (40)

Pi − (1 − Qt
in−1) · UB ≤ Vt

jn, ∀i ∈ M, ∀n ∈ M, ∀t ∈ N (41)

Vt
jn ≥ 0, ∀i ∈ M, ∀n ∈ M, ∀t ∈ N (42)

5. Heuristics for WSN-Based Waste Management in Smart Cities

This section describes three heuristic solutions addressing the efficient waste management
problem, namely: (1) Closest Vehicle First (CVF), (2) Collect based on Upper Threshold (CUT)
and (3) Collect based on Upper and Lower Threshold (CULT). The notations for the constants and
inputs presented in Table 1 are also used while describing the heuristics.

5.1. Closest Vehicle First: A Locality-Based Baseline Solution

The CVF model is constructed to address the problem of the waste management by providing an
efficient route for the given set of bins that reached their thresholds and raised alarms. In this approach,
bins are visited if and only if they raised alarms, so as to reduce the cost by not visiting unnecessary
bins that contain an insignificant amount of waste.
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The CVF model works as follows: Trucks remain in ready mode to pick up bins until an alarm
is raised. Bin i triggers the alarm when the waste level reaches the upper threshold Ψi. When the
number of raised alarms reaches K, the cloud constructs a route (B) between the triggered bins and
sends it to a truck t through the base station. The route construction is based on Dijkstra’s shortest path
algorithm. The constructed route is assigned to an available truck. However, if there is no available
truck, the cloud assigns the route to the closest truck. The formed route is appended to the selected
truck’s current route. The truck goes directly to the disposal area when it reaches the capacity Ct

and stays ready for the next trip. When the truck goes to the disposal area, if there are bins that are
assigned to it, but not served, those bins are assigned to the other trucks. If the load of the truck has
not reached Ct and all bins have been visited on the route, a new route is constructed from the list B
and assigned to the truck considering the current load of the truck. The flowchart of this model is
presented in Figure 2.

Figure 2. Closest Vehicle First (CVF) flowchart.

5.2. Proposed Nearly-Optimal Heuristics

In order to address the problem of the waste management, two other nearly optimal heuristics,
CUT and CULT, are introduced, and details are given in this section.
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5.2.1. Collect Based on Upper Threshold

The CUT model is constructed to address the problem of the waste management by providing an
efficient route differently than CVF. This approach tries to reduce the cost by making the route more
optimal. In this approach, visited bins are not only the ones that raised alarms, but also the ones that
are on the assigned route and have not triggered the alarms. The reason behind this is to reduce the
unnecessary trips of a truck to collect the waste from the bins.

The first part of CUT is constructed in the same way as CVF, which was presented earlier. Until
the construction of the first route, the algorithm behaves in the same manner. While the CVF approach
collects the closer bins that raised the alarms, the CUT method aims to collect the bins that are on the
same assigned route even though they have not triggered the alarms. Trucks that visit the disposal
area or that are assigned new routes operate in the same manner as in CVF. The flowchart of the CUT
is presented in Figure 3.

Figure 3. Collect based on Upper Threshold (CUT) flowchart.
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5.2.2. Collect Based on Upper and Lower Threshold

The CULT model is developed to address the problem of the waste management by improving
the efficiency of the route construction that was presented by the previous approaches. This approach
tries to reduce the cost by making the route more optimal and removing unnecessary visits to the bins
with an insignificant amount of waste. In this approach, visited bins are not only the ones that raised
alarms, but also the ones that are on the way to the bins that generated alarms. However, different
from the CUT approach, there is a decision point in order to visit a bin, which has not triggered an
alarm. The reason behind this behaviour is to reduce the unnecessary service given to the passed-by
bins that contain a negligible amount of waste. Hence, it aims at cost reduction. For the mentioned
decision, a new parameter defining a lower threshold value for the waste amount (ψi) is introduced.

CULT is constructed in the same manner as the CUT model presented previously. However,
when truck i is assigned a route, it checks the bins that are accessible on the way from the current
location to the next bin on the route. However, the decision about whether or not to add new bins
on-the-fly depends on their current waste levels. Only the bins that are on the way and having a waste
amount higher than ψi are candidates for pick up by truck i. Trucks visiting the disposal area or those
being assigned new routes follow the same steps as CVF and CUT. The flowchart of CUT is presented
in Figure 4.

Figure 4. Collect based on Upper and Lower Threshold (CULT) flowchart.
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6. Performance Evaluation

The optimization toolbox in MATLAB has been used to solve both MILP models (cost and
delay) [33]. The simulation environment for heuristic methods that are presented in this paper is a
Java-based home-grown simulator. It is worth noting that the optimization models aim to provide
a performance guideline for the heuristics and are not envisioned to be run in real-time scenarios.
As a matter of fact, large map scenarios such as those with more than 15 bins would require fast
heuristics as opposed to optimization models due to the high computational complexity of those
formulations. In the next two subsections, detailed settings and results are presented along with a
thorough discussion.

6.1. Simulation Settings

The simulation settings are given in Table 2, and they describe the values used in the optimization
models. The central station, which is the start and end point, hosts two trucks that participate in the
waste collection process. Each truck has ht = 3 workers, who get paid H= 39 AC/h, and moves with
speed S = 20 km/h. In addition, the workers collect waste from a bin in W = 2.5 min with a cost
D = 1.62 AC/bin. Moreover, the truck gas mileage costs 20 AC/km (i.e., G). Each truck goes to the landfill
to empty the collected waste and prepare for the next bins’ alarm in 12 min (i.e., Rt). The distance from
the landfill area to the central station (h̄) is set to 250 m. In the case of an overflowed bin, an additional
cost of ρi = 5 AC is added as a penalty. However, a small map scenario with M = {5, 10, 15} bins and waste
arrival rate λi = {1, 3, 5, 7} kg/5 min was considered in order to compare the proposed approaches
with both optimization models (cost and delay), as shown in Section 6.2.1. In the given scenario,
the truck and the bin have a maximum capacity Ct = 400 kg and Λi = 20 kg, respectively. On the other
hand, the larger map scenario considers M ∈ {20, 40} bins, a waste arrival rate of λi = {3 kg/5 min,
5 kg/5 min} and a bin capacity Λi ∈ {20 kg, 30 kg}, while the truck capacity (Ct) takes its value
from the set {400, 600} kg, as given in Section 6.2.2. Furthermore, in order to present our approaches’
suitability for the real case scenarios, the test scenarios are enhanced by getting results with larger
maps considering M = {80, 160}, a waste arrival rate of λi= 3 kg/5 min, Λi= 30 kg, while a truck
capacity (Ct) = 600 kg, as given in Section 6.2.2.
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Table 2. Performance evaluation settings.

Notations Value

Cost of emptying bin (D) 1.62 AC/bin
Cost of human resource (H) 39 AC/h
Cost of gas mileage (G) 20 AC/km
Average speed in the town (S) 20 km/h
Time needed to collect waste from a bin (W) 2.5 min
Total number of trucks (N) 2
Total number of bins (M) {5, 10, 15, 20, 40, 80, 160}
The upper bound of variable Pi (UB) 1015

The upper threshold for the waste amount of bin i (Ψi) [10–15] kg
The lower threshold for the waste amount of bin i (ψi) [5–8] kg
Penalty of the overflowed bin (ρi) 5 AC/kg
Time needed to empty truck t at the dumping area and prepare it for the next trip (Rt) 12 min
Distance from the dumping area to the central station (h̄) 2500 m
Distance between bin i and bin j (Δij) [200–2300] m
Time needed to move from bin i to bin j (tij) [0.6–6.9] min
Distance from bin i to the dumping area (Δi) [400–2300] m
Distance from the central station to bin i (ri) [200–2300] m
Average waste arrival rate at a bin (λi) {1, 3, 5, 7} kg/5 min
Number of workers in a truck (ht) 3
Maximum capacity of a bin (Λi) {20, 30} kg
Initial load for bin i (δi) [0–30] kg
Maximum capacity of a truck (Ct) {400, 600} kg
Time from the central station to the first bin i (Ti) [0.6–6.9] min
Initial load of a truck t (ct) [0–600] kg
Threshold for the count of bins that have alarmed (K) {1,2,3}
Number of bins that have alarmed (k) [0–160]
Alarm status of bin i (Ai) {On, Off}

6.2. Simulation Results

In this section, the proposed waste collection approaches are evaluated to investigate how well
the proposed solutions align with the optimization model results. The first subsection compares the
two heuristics and the optimization model results for some small-scale scenarios. However, due to the
inefficiency of the ILP solver under large maps, the second subsection shows more complex scenarios
using larger maps and the comparison of the proposed heuristic approaches.

6.2.1. Optimality Assessment of the Heuristics

In order to evaluate the optimality of the proposed approaches, a comparison among the
optimization model, CVF and CUT approaches is presented. Two criteria were considered in the
comparison, namely the total cost and delay, as shown in Figures 5 and 6, respectively. Moreover,
the comparison shows the influence of changing the number of bins and the waste arrival rate
on the cost value and delay time. Figure 5 presents the total cost for three different bin scenarios
(i.e., the number of bins is either 5, 10 or 15) and four different waste arrival rates starting from
lighter values to more aggressive values (1 kg/5 min, 3 kg/5 min, 5 kg/5 min and 7 kg/5 min).
The results show that the cost increased either when the number of bins increased or the waste arrival
rate became more aggressive. However, the CVF and CUT approaches became very close to the cost
optimization result with an arrival rate of 1 kg/5 min for all bin scenarios. With higher waste arrival
rates, the penalty value increased since the bins could end up overflowing rapidly. Hence, the gap
between the optimal solution and the two heuristic approaches became larger particularly under
the arrival rate of 5 kg/5 min and 7 kg/5 min. It is definitely not realistic to have such high arrival
rates, so we would like to present how aggressive arrival rates significantly increased the cost due to
the penalties.
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Figure 5. An overview of the system model.

A second criterion used to evaluate the proposed approaches was delay. To be coherent with
the other performance comparisons, we considered the same bin scenarios (i.e., the number of bins
is either 5, 10 or 15) and the same waste arrival rates (1, 3, 5 and 7) kg/5 min. Figure 6 shows the
total delay of both trucks that participated in the waste collection process. In contrast to the cost
model, the delay value was poorly affected by varying the waste arrival rate; however, varying the
number of bins increased the total delay since the trucks needed more time to empty all the bins.
The comparison shows that CUT had better results compared to CVF, particularly under the scenario
with a higher number of bins. As a conclusion, both figures show that CUT is a better candidate in
waste collection operation.

Figure 6. An overview of the system model.

6.2.2. Feasibility Study of Heuristics

In order to compare the effectiveness and efficiency of the heuristic methods, several scenarios
were applied to the simulation environment. In the simulation environment, the arrival process of the
waste was formulated based on the Poisson distribution. Under multiple runs, distinct instances of the
bins were obtained. For each scenario, the results were calculated as the average of five different runs.
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For the comparisons, two maps, which included 20 and 40 bins, were used. The map containing
40 bins was two-times larger than the 20-bin map. The map with 40 bins is presented in Figure 7.
On the map, the central truck station is where the trucks start their routes, and the disposal area is
the point where trucks visit upon reaching their capacity upper limit. Each vertical segment of the
grid is 200 m long, and each horizontal segment is 300 m long. Bins are marked with red rectangles
on the map. In each scenario, two trucks were employed. Three different arrival rates, which were
1 kg per 5 min, 3 kg per 5 min and 5 kg per 5 min, were used. For these settings, increasing the bin
capacity from 20 kg to 30 kg and increasing the truck capacity from 400 kg to 600 kg were observed
separately. Each scenario was solved by the CVF, CUT and CULT methods. In order to compare these
three methods, cost, delay per route and the number of trips values were used. Total cost was obtained
for 12 h. Delay per route was obtained by dividing the total time that trucks needed to visit the bins by
the route count for 12 h. Instead of total delay, the delay per route metric was employed.

Figure 7. Bin deployment map.

In the first two figures, Figures 8 and 9, cost values are observed under the arrival rate of 3 kg per
5 min. In the first figure, Figure 8, the change is observed for bin capacity being increased from 20 kg
to 30 kg. In Figure 9, the impact of truck capacity being increased from 400 kg to 600 kg is depicted.
The increase in the bin count improved CUT when compared to CULT and CVF. For the 20-bin case,
both methods similarly increased their performance in comparison to CVF in terms of cost. Under the
40-bin case, CUT and CULT performed better than CVF and provided a more efficient solution in terms
of cost. However, increasing bin capacity did not introduce further improvements to the performance
CUT and CULT in comparison to CVF. CUT provided a 14% better solution than CVF, whereas CULT
provided a 0.07% better solution than CVF. When the bin capacity increased, the difference between
the threshold value that triggered the alarm and the bin capacity increased, as well. This resulted in
trucks having a longer period of time to visit that bin before the waste started to spread and caused
the penalty. Collecting the waste from the bins that have not yet triggered alarms caused longer delay
values for the ones that had alarmed to be collected. This increased the penalty for CUT and CULT.
When there was not enough time between the alarm threshold being reached and bin capacity being
met, the decision mechanism can affect the solution by decreasing the total cost, and vice versa.
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Figure 8. Cost: bin count when the bin capacity was increased.

Figure 9. Cost: bin count when the truck capacity was increased.

When increasing truck capacity under the 20-bin case in Figure 9, all three methods provided
reasonable solutions. CVF performed the best, and for CUT and CULT, the difference from CVF
increased in a negative way. Under the 40-bin case, CUT performed the best, and increasing truck
capacity made CULT perform worse than CVF. Under the lower truck capacity, both CUT and CULT
performed better than CVF. Moreover, the improvement of CVF by CUT decreased when the truck
capacity was increased. Increasing truck capacity was expected to decrease the total cost in general
depending on the trip count decrease and observed as expected for the map with 20 bins. However,
when there were 40 bins on the map, increasing truck capacity caused higher cost values. This was
due to the more non-optimal routes. The distance between bins could be higher in the wider area,
and when the truck could not reach its capacity, it needed to wait for new triggers to be generated.
This led to longer distances for the trucks to visit. Moreover, visiting further bins caused other bins on
the route to spread waste around and cause penalties.

In the following two figures, Figures 10 and 11, the change in bin capacity and truck capacity is
studied under the arrival rate of 5 kg per 5 min. When the arrival rate increased, the results became
closer to each other. The bins that did not trigger, but on the way of a truck that was assigned a
route were highly probable to have generated a trigger at the next arrival of waste. Therefore, adding
these kinds of bins independently of ψi to the route increased the efficiency in terms of cost and delay.
Moreover, selecting closer Λi, λ, Ψi and ψi resulted in similar cost and delay results. In the scenarios
applied, ψi was set to Λi/4 and Ψi was set to Λi/2. For Λi = 20, and λ = 5 kg/5 min, ψi = 5; when a
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bin received an amount of waste, it reached the ψi directly. This removed the difference between CUT
and CULT methods in this scenario. For the 5 kg/5 min arrival rate scenario, increasing bin capacity
decreased the total cost for all methods, but did not have a significant impact on the comparison of the
three algorithms.

However, increasing truck count caused a more significant impact on the cost values, which can
be seen from Figure 11. Increasing truck capacity increased the total cost in general for both maps
containing 20 and 40 bins. However, in the 40-bin case, the improvement of the CUT and CULT
according to CVF increased. They both performed better in each situation, but they increased the
efficiency percentages that they provided when compared to CVF.

The change in the settings provided less difference in delay when compared to cost values. Delay
per route values was effected by how well the route was optimized and how close the visiting bins
were. When the delay was decreased, it could be said that the route was more optimized in those
simulations with the provided configuration settings. The following four figures are presented to show
the comparison in terms of delay per route.

Figure 10. Cost: bin count when the bin capacity was increased.

Figure 11. Cost: bin count when the truck capacity was increased.

In Figure 12, the increasing bin capacity affect can be seen for the 20-bin and 40-bin maps with the
arrival rate of 3 kg per 5 min. The impact was very small; however, in general, the CVF provided the
shortest and CUT provided the longest delay per the route values. It is seen in Figure 8 that CUT was
the most effective among the three algorithms on the 40-bin map. Therefore, CUT can be chosen as a
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solution when the time is not important, but the cost efficiency is more important. When time is the
most important metric, CVF can be chosen. This was the result of CUT providing more optimal routes
for each truck. Since trucks visited any other bin on the way to the alarmed bins, trucks did not have
to go further first and come back again for the bins that they passed by before. Furthermore, when
the bin count was increased, the delay per route values decreased, and this meant that the algorithms
could work better and manage more optimal routes when the area was wider and there were more
triggers coming from the bins in a time window. When there were less bins on the map, the possibility
of getting many triggers at the same time decreased, and getting less triggers would cause the bins to
be added on the route in an unoptimized manner.

Figure 12. Delay per route: bin count when the bin capacity was increased.

In Figure 13, the increase in truck capacity can be seen at the arrival rate of 3 kg per 5 min. It is
observed that when the truck capacity was increased, the delay per route increased. This is precisely
the expected result to be observed, since there was more capacity that one truck could collect, and it
visited more bins in a route. Moreover, increasing truck capacity resulted in more effective performance
of CVF and less effective performance of CULT, which was the opposite condition of the lower truck
capacity scenario.

Figure 13. Delay per route: Bin count when the truck capacity was increased.

In the following figures, Figures 14 and 15, the scenarios where the arrival rate was 5 kg/5 min
are presented. The delay per route values was smaller in general when compared to Figures 12 and 13.
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Since the arrival rate was increased, the collected bins had higher amount of wastes stored in them.
This resulted in a shorter time for the trucks reaching their capacity. In Figure 14, the affect of bin
capacity increase is shown. Increasing the truck capacity effected smaller map scenarios more than
the wider area map. In the first section on the left, the biggest impact can be observed by the CULT,
and while CULT and CVF were performing better, CUT increased the delay per route value for the
smaller area case. For the wider area, all the methods performed better and provided smaller delay
values when the bin capacity was increased.

In Figure 15, the effect of truck capacity increase is shown. The increase in delay per route values
in all cases where the truck capacity was increased independently of other configuration settings was
the natural result. For this figure, where the arrival rate was 5 kg/5 min and the bin capacity was
30 kg, increasing the truck capacity from 200 kg to 400 kg did not change the order of the effectiveness
of the three algorithms. CVF provided the smallest delay per route values, and CUT provided the
longest ones.

Figure 14. Delay per route: bin count when the bin capacity was increased.

Figure 15. Delay per route: bin count when the truck capacity was increased.

As the last comparison metric, the number of routes in each scenario are shown in the following
four figures.

In Figures 16 and 17, the arrival rate is 3 kg/5 min, and the simulation is observed for 20 bins
and 40 bins maps. First, in Figure 16, the increase in bin capacity is presented. The highest route
number was always in CVF, and the lowest was in CUT. However, the difference between the methods
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is more visible and observable when the wider map was used. Route count being small meant that
each trip took a longer time for that method, and a trip took longer when the bins either had a small
amount of waste inside in each collection or the routes that the trucks were assigned to were not that
optimal. The increase in the bin capacity increased the number of routes in both cases when there were
20 or 40 bins. The reason behind this behaviour was that the thresholds were set according to the bin
capacities (Λi’s), which is Λ/2. Once an alarm has been triggered, the bin had a greater amount of
waste to be collected. This consumed the truck capacity more quickly and resulted in higher values of
route counts.

In Figure 17, the increase in the truck capacity is presented. In this figure, like the previous one,
CUT had the smallest number of routes, and CVF had the most number of routes. Again, the difference
among them is more visible when the map has 40 bins. For both maps, when the truck capacity
increased, the route number decreased. With the increased truck capacity, one truck could hold more
waste in a single trip, which precisely resulted in the decrease in the number of routes.

For the following two figures, Figures 18 and 19, the arrival rate is set to 5 kg/5 min, and the maps
with 20 and 40 bins are observed under increasing bin capacity or truck capacity. First, in Figure 18,
the increase in the bin capacity is observed.

In Figure 19, the increase in the truck capacity is tested under the 5 kg/5 min arrival rate setting.
The increase in the truck capacity decreased the count of routes as explained before. For these scenarios,
again, the highest number of routes was observed by applying CVF, whereas the lowest number of
routes were observed under CUT and CULT.

In the following Table 3, total cost, delay per route and number of route counts are presented
when λ = 1 kg/5 min. The applied scenarios are the same as the previous cases. The increase in Λi and
Ci were tested on two maps containing 20 and 40 bins.

Figure 16. Number of routes: bin count when the bin capacity was increased.
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Figure 17. Number of routes: bin count when the truck capacity was increased.

Figure 18. Number of routes: bin count when the bin capacity was increased.

Figure 19. Number of routes: bin count when the truck capacity was increased.
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Table 3. Cost when λ = 1 kg/5 min.

Method Bin Count Bin Capacity (kg) Truck Capacity (kg) Cost (AC) Delay per Route No. of Routes

CVF 20 20 400 5354.16 193.78 5.8
CUT 20 20 400 6246.67 205.16 6

CULT 20 20 400 5542.85 199.41 5.8
CVF 20 30 400 4343.99 155.17 5.8
CUT 20 30 400 4953.32 187.85 5.6

CULT 20 30 400 4229.57 143.68 6.2
CVF 20 30 600 4189.10 305.8 2.8
CUT 20 30 600 4936.05 345.12 3

CULT 20 30 600 4134.74 330.23 2.6

CVF 40 20 400 11,188.28 109.36 12
CUT 40 20 400 14,950.88 126.79 10

CULT 40 20 400 11,801.55 112.27 11.6
CVF 40 30 400 5926.93 104.85 12
CUT 40 30 400 11,722.18 116.95 10.4

CULT 40 30 400 6634.55 104.22 12
CVF 40 30 600 5665.45 158.35 8
CUT 40 30 600 11,579.94 17,726 7

CULT 40 30 600 6066.07 157.86 8

In Table 3, the first part presents the results on the map with 20 bins. When Λi and Ci were lower,
the CVF results were more efficient in terms of cost. However, increasing these parameters separately
resulted in more efficient solutions when compared to CULT. Since λ was small, there was enough
time for the trucks to visit bins that had alarmed and collect the ones on their way according to the
decision mechanism in CULT. Delay per route values were similar for CVF and CULT in most cases.
As the truck capacity increased, the difference between them started to become wider. In addition,
CUT yielded longer durations for a single trip in each scenario on the smaller map. The number of
routes was quite similar on the smaller map. Comparing the methods for this particular performance
metric on the wider map was more worthwhile.

When the simulation scenarios were tested on the map with 40 bins, CVF demonstrated the most
competent performance, whereas CUT resulted in the worst solutions in terms of cost. Increasing Λi
and Ci also increased the gap between CVF and its counterparts. Delay per route under CVF and that
under CULT on the wider map were quite similar. CUT exhibited a longer delay time per route, which
meant adding new bins on-the-fly ended up increasing the delay by collecting waste from bins that
did not have a significant amount of waste accumulated. Delay per route may not significantly change
when the bin capacity was increased. Thus, trip durations mostly depended on the truck capacity.
Similar to the delay performance, the number of routes that trucks had in a single simulation run was
smaller under CUT. Since trucks travelled longer in a single trip and the total delay did not change
significantly, the number of routes was smaller under CUT. Moreover, the route numbers almost never
changed under CVF and CULT. Besides, increasing the truck capacity had a direct impact on the route
count, but not the bin capacity.

In order to present our approaches’ suitability to real-life scenarios, the test scenarios were
modified to show results with larger maps that contained more bins. Three additional larger maps
were used: (1) the map given in Figure 7 for the 40-bin scenario was modified, and 40 more bins (total
of 80 bins) were deployed to the region; (2) the map given in Figure 7 was duplicated in terms of the
area and the number of bins; moreover, a third map of 160 bins was constructed. All three approaches
(i.e., CVF, CUT and CULT) were tested using these three maps with the following parameter settings:
bin capacity (Λi = 30 kg), truck capacity (Ct = 600 kg), waste arrival rate (λi= 3 kg/5 min) and the
number of trucks (N = 2). These scenarios were compared based on their total cost, delay per route
and the number of routes. The results are presented in Figures 20–22.
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Figure 20. Cost: bin count as the number of bins increased.

Figure 20 shows the total cost obtained under these three scenarios. CUT outperformed its
counterparts, CULT and CVF. As mentioned earlier in this section, under the moderate arrival rate,
as the map became larger, CUT tended to provide more cost-efficient solutions. As expected, increasing
map size and the number of bins increased the total cost for all methods. Definitely, the higher the
number of bins, the higher the number of triggers during a certain period of time. On the other hand,
by considering more triggers when making decisions, the routes could be constructed more efficiently
(leading to consecutively visited bins becoming closer). Hence, better cost values were achieved, and as
we increased the area, we did not observe a remarkable increase in the total cost values obtained.

Figure 21. Delay per route: bin count as the number of bins increased.
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Figure 22. Number of routes: bin count as the number of bins increased.

Figures 21 and 22 present the delay per route and the number of routes, respectively, calculated
for the same three scenarios. In terms of total delay, CUT provided the most efficient results for all three
scenarios with two trucks. However, the number of routes was the lowest for CUT and highest for CVF.
Moreover, total delay did not change significantly as observed for the previous cases. Hence, CVF
resulted in the smallest delay per route. Previously, it was observed that the delay per route decreased
as the area became larger due to the increase in the route counts. The results of 80-bin and 160-bin
scenarios also supported this. As the number of routes increased, shorter routes were established since
collected bins became closer to each other and the trucks reached their capacity limits quickly.

As for the complexities of these three methods, the Big O notation is applied. All three methods
use Dijkstra’s algorithm to generate the shortest path from the given weighted adjacency matrix.
The weights are the distances between the nodes, which represent the bins. Dijkstra’s algorithm
calculates the shortest distance, but does not calculate the path information. It is modified for the
simulation environment to show the shortest path between any given two nodes for the methods
CUT and CULT. At the beginning of the simulation, Dijkstra’s algorithm runs and constructs a
matrix representing the distances between any two points. For CUT and CULT, an additional matrix
representing the path information between any two nodes is constructed. Dijkstra’s algorithm is
not covering to negative weighted edges, and Bellman–Ford algorithm can be used in that case and
improve the constructed route for a truck in the simulation environment. The time complexity of
Dijkstra’s algorithm is O(V2), where V denotes the number of vertices in a connected graph.

If binary heap representation were used, it might have improved the complexity and have reduced
it to O(ElogV), E being the edge count and V being the number of vertices. This complexity is for
constructing the matrices at the beginning. Time complexity for adding a bin to the route is O(M), M
representing the bin count. Time complexity for checking the bins on the shortest path in CUT and
CULT is O(M). In summary, all three methods have the time complexity of O(V2), where V denotes
the number of vertices in a connected graph.

According to the results, when the bin capacity and bin threshold’s (Ψi, δi) had a high difference
compared to each other, in the small sized area with smaller arrival rates (λ), CVF gave a more efficient
solution compared to CUT and CULT. This means there was enough time for the trucks to reach the
bins that raised alarms before waste was spread on the ground. The penalty values for spread waste
affected the total cost in terms of the spread waste amount. In this situation, collecting the waste from
the bins that did not raise an alarm, even if they were on the way of the truck, increased the total cost
and delay values since dumping a single bin had its own cost and time consumption. CUT gave the
least efficient solution among them. CULT provided a better solution and became closer to the the
solution of CVF if the truck capacity also increased. This was the result of a decrease in the number of
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trips to the disposal area. When truck capacity was higher, the trucks could pick up more bins in one
trip. The additional bins that did not raise an alarm, but were picked up on the way did not occupy a
significant amount of space in the truck when Ci was higher. It is worth noting that the longest path
was the ones between the disposal area and the central station (h), and also, the most time-consuming
activity was emptying the waste at the disposal area and making the truck ready for the next trip (Rt),
so increasing the trip count increased the cost and delay significantly.

In larger maps, with higher Λi and proportional λ, the proposed heuristic CULT provided more
efficient solutions regarding cost and delay. However, when the constants became closer and the map
became smaller, CVF and CUT tended to ensure better solutions. The increase in the Ci had more
impact on the results when the map and the λ were larger.

7. Conclusions

Wireless sensor and actuator networks in smart cities are essential for acquiring unique data that
should be processed, analysed and used for decision-making/support systems that can improve the
quality of life for the citizens. Among smart city services and applications, waste management has
been challenging, and emergent, since its impacts are two-fold: quality of living and municipal costs.

In this paper, we have proposed a framework that aims at providing a sensor-driven waste
management system by mainly providing trajectory assistance for the municipal agents (i.e., vehicles
such as trucks) that are deployed for waste collection. In the proposed waste management system,
a passive sensor is deployed in a particular bin to monitor the waste level. Besides the dedicated
sensors, a cloud platform is responsible for the collection of the acquired sensor data, pre-processing,
analysing and possibly presenting them to the end user. In the case of an exceeded threshold of
the waste level, an actuator raises an alarm indicating the need to schedule a pickup. The pickup
process is not as straightforward due to the following reasons: (1) Alarms may be triggered by
multiple actuators; thus, the cloud platform, where sensory reports, as well as alarms are received
and processed, is expected to run a schedule. (2) As the deployment of municipal agents is a costly
process, the platform has to decide on whether or not to collect the waste in the bins that have not
reached the pickup threshold yet. To address these problems, we have formulated two ILP models to
form lower bounds in terms of the delay and cost performance. Furthermore, in order to emulate the
behaviour of the ILP formulations, a greedy algorithm, Closest Vehicle First (CVF), and two heuristic
solutions have been proposed, namely Collect based on Upper Threshold (CUT) and Collect based on
Upper and Lower Threshold (CULT). The former defines an empirical upper threshold for collections,
whereas the latter further checks whether the load level of a bin is below a lower threshold so as to
postpone the collection process to an upcoming alarm. Through simulations, we have shown that
the ILP formulations can provide cost and delay lower bounds for all three algorithms. Furthermore,
the proposed heuristics CUT and CULT can reduce the cost under the greedy pickup schedule by
(up to) 16.7% and 8.3% in the presence of a small number of bins. Moreover, under the same settings,
we have also shown that CUT and CULT can reduce the delay of the greedy pickup by 4.6% and
3% in terms of delay, respectively. Last but not least, the greedy heuristic CVF is more favourable in
large-scale scenarios when the covered region has 20 of more bins regardless of the waste arrival rate.
As mentioned earlier, the optimization models are employed in urban areas, relying on reasonable
waste arrival rates for the cities. Therefore, it is rare to have accumulative wastes in the bins for
multiple consecutive days. Furthermore, Equations (13) and (36) ensure that all bins must be collected.
Moreover, CUT ensures that all the bins, regardless of having raised alarms, on the same assigned
route to the truck will be collected along with those residing on the same route. However, the model
can be extended to include rural areas with very low arrival rates by adding a time counter for those
bins that have not been collected for more than T days, where T can be set by the operator.

Our ongoing and future agenda includes multiple directions. Currently, we are working on
building a multi-objective optimization and heuristics to meet various targets with the same decision
support system. In the medium run, we will also integrate the latency and reliability of communication
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between the dedicated sensors and the cloud platform. In a longer time frame, we will develop
an all-in-one integrated system that takes communication constraints, as well as financial- and user
experience-related parameters into account. Moreover, the model can be extended to include rural
areas with very low arrival rates by adding a time counter for those bins that have not been collected
for more than T days, where T can be set by the operator.
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Abstract: The development of information technology has added many conveniences to our lives.
On the other hand, however, we have to deal with various kinds of information, which can be
a difficult task for elderly people or those who are not familiar with information devices. A technology
to recognize each person’s activity and providing appropriate support based on that activity could be
useful for such people. In this paper, we propose a novel fine-grained activity recognition method
for user support systems that focuses on identifying the text at which a user is gazing, based on
the idea that the content of the text is related to the activity of the user. It is necessary to keep in
mind that the meaning of the text depends on its location. To tackle this problem, we propose the
simultaneous use of a wearable device and fixed camera. To obtain the global location of the text,
we perform image matching using the local features of the images obtained by these two devices.
Then, we generate a feature vector based on this information and the content of the text. To show
the effectiveness of the proposed approach, we performed activity recognition experiments with six
subjects in a laboratory environment.

Keywords: activity recognition; eye tracker; fisheye camera; viewpoint information

1. Introduction

Advanced information technology and various information devices have made the environment
where we live remarkably convenient. On the other hand, society is becoming more complicated
because we have to deal with various kinds of information. It might be difficult for elderly
people or those who are not familiar with information devices to enjoy the merits of the advanced
informationization of modern society. Consider a case where you are at a station and are traveling to
a destination by train. If you are not good at handling information devices, the first thing you have
to do is look at a route map and find the destination station. Then, you will need to find the route
information from the current station to your destination: the first railway line where you take a train,
transit station, railway line after transit, and so on. Next, you will need to find an appropriate ticket
vending machine and purchase a ticket for that destination. Then, it is necessary to find the ticket
gate where you catch the train. This procedure will continue until you arrive at your destination.
However, such necessary information can be easily provided by information devices. If it was possible
to recognize each person’s fine-grained activity and provide appropriate support based on that activity,
this could be a useful technology for smart cities, where all people, including the elderly, can enjoy the
benefits of advanced information technology.

In this paper, we propose a novel fine-grained activity recognition method for user support
systems that focuses on identifying the text at which a user is gazing. Text exists everywhere around us
and provides various kinds of useful information. Our proposal is based on the idea that the content
of the text is related to the activity of the user.
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However, it is necessary to keep in mind that using only the content of gazed text is insufficient to
estimate the activity. The meaning of the text depends on its location and situation. For example, if the
gazed text is a number, you cannot judge whether the user is checking a price when shopping or looking
at a sign indicating the distance to a destination. To tackle this problem, we propose the simultaneous
use of a wearable device and fixed camera as sensors. These two are assumed to be Internet of
things (IoT) devices and are connected to each other. Using these devices, we propose a method
to simultaneously obtain the content of the text at which the user is gazing and its global location.
Then, the activity of the user is recognized by a machine learning method using this information.

To achieve this, we use an eye tracker as a wearable device and a fisheye camera as a fixed
camera. The eye tracker is used to measure the viewpoint of the user and acquire an image of the area
around that viewpoint. Recognition of the gazed text of the user is possible by utilizing the eye tracker.
The fisheye camera is capable of acquiring a 360◦ image of the area around the camera with a fisheye
lens. The global location of the user’s viewpoint is estimated by matching the images acquired with
these devices. Finally, the user’s activity is recognized using a feature vector calculated from the
acquired features. The effect of the proposed approach was tested in the situation where a user buys
a ticket at a ticket vending machine in a station.

The main contribution of this paper is twofold. First, we propose a general idea of an activity
recognition algorithm utilizing content and location of the text at which a user is gazing. By using text
information, more detailed activities can be recognized compared to the target activities of the existing
methods described in the next subsection. Second, we construct a system with a wearable device
and fisheye camera based on the proposed algorithm, and the effect of the system is experimentally
shown. The results show the feasibility of the user support system mentioned above. To the best of our
knowledge, this is the first attempt at using the content and global location of the text at which a user
is gazing for activity recognition.

Related Work

Many studies on activity recognition have been carried out. One of the typical approaches
is to recognize activities using fixed cameras, and this approach has a long history. Polana and
Nelson defined activities to be temporally periodic motions possessing a compact spatial structure [1].
They used a periodicity measure for detecting an activity and classified the activity by a feature
vector based on motion information. Yamashita et al. proposed a method for human body detection,
posture estimation, and activity recognition using an image sequence acquired by a fixed camera [2].
Human body detection and posture estimation were performed using a single frame, and the activity
was recognized by combining the information of several frames. Chen et al. used a panoramic camera
located at the center of a living room to classify activities [3]. Moving subjects and TV switching were
detected by background subtraction. It should also be noted that the method that uses a fixed camera
can also be applied to recognize the activities of a group of people. The method proposed by Gárate
et al. was used for the tracking and activity recognition of a moving group in a subway station [4].
This method had the advantages of robustness, the ability to process the data for a long video, and the
ability to simultaneously recognize multiple events.

Using wearable sensors is another option for activity recognition. Ouchi and Doi proposed
a method of utilizing the sound acquired by a microphone, in addition to data from an acceleration
sensor [5]. In this method, a user’s activity is first roughly classified into resting, walking, or performing
an activity using an accelerometer. If it is classified as performing an activity, a more detailed work
analysis is conducted using the sound. Because this method uses sound, it is not possible to classify
work that has no distinctive sound, and it cannot perform accurate classification in places with loud
noises. Zeng et al. proposed a method for recognizing activity by convolutional neural networks using
mobile sensors [6]. In their method, the local dependency and scale invariant characteristics could be
extracted. Pham used an acceleration sensor in a smart phone or wristwatch-type mobile device [7].
Real-time activity recognition was performed by data processing, segmentation, feature extraction,
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and classification. Xu et al. introduced the Hilbert–Huang transform to handle nonlinear and
non-stationary signals [8]. They proposed a method for extracting multiple features to improve
the effect of activity recognition. Liu et al. focused on housekeeping tasks and developed a wearable
sensor-based system [9]. In their method, the activity level was also evaluated for each task.
Rezaie and Ghassemian focused on the lifetime of sensor nodes considering the actual use situation [10].
Their approach nearly doubled the system lifetime. Twomey et al. conducted a survey of activity
recognition methods that use accelerometers [11]. They selected six important aspects of human
activity recognition and discussed these topics. In terms of devices, Wang et al. reviewed the wearable
sensors for activity recognition [12].

Among the approaches using wearable sensors, the technique of using a wearable camera to
recognize the environment and user’s activity is called a first-person vision or an egocentric vision
method, and has been attracting attention in recent years [13]. Yan et al. proposed a multitask
clustering framework to classify daily activities [14]. They introduced two novel clustering algorithms
to determine partitions that are coherent among related tasks. Abebe and Cavallaro proposed the use
of a long short-term memory network to encode temporal information [15]. They derived a stacked
spectrogram representation for global motion streams so that 2D convolutions could be used for
learning and feature extraction. Noor and Uddin used the information of objects to increase the
accuracy of activity recognition [16]. They showed that adding object information not only improved
the accuracy but also increased the training speed. Nguyen et al. reviewed daily living activity
recognition methods that used egocentric vision [17].

Examples of the target activities mentioned in the above references are summarized in Table 1.

Table 1. Example of target activities.

Method Devices Target Activities

Polana [1] Fixed camera walking, running, swinging, skiing, exercising, and jumping

Yamashita [2] Fixed camera walking, picking, bending, boxing, clapping, waving, jogging, running, and walking

Chen [3] Fixed camera standing, walking, sitting, falling, and watching television

Ouchi [5] Wearable sensor washing dishes, ironing, vacuuming, brushing teeth, drying hair, shaving, flushing
the toilet, and talking

Zeng [6] Wearable sensor jogging, walking, ascending stairs, descending stairs, sitting, and standing

Pham [7] Wearable sensor running, walking, sitting, standing, jumping, kicking, going-up stairs, going
down-stairs, laying, and unknown activities

Xu [8] Wearable sensor
lying, sitting, standing, walking, running, cycling, nordic walking, watching television,
computer work, driving a car, ascending stairs, descending stairs, vacuuming, ironing,
folding laundry, house cleaning, playing soccer, and rope jumping

Liu [9] Wearable sensor
hanging clothes, folding clothes, wiping furniture, sweeping floor, mopping floor,
vacuuming floor, scrubbing floor, digging, filling, moving items (on the floor), moving
items (upstairs), and moving items (downstairs)

Rezaie [10] Wearable sensor standing, sitting, lying down, brushing, eating, walking, and running

Twomey [11] Wearable sensor walking, ascending stairs, descending stairs, sitting, standing, lying down, working at
computer, walking and talking, standing and talking, sleeping, etc.

Yan [14] Wearable camera reading a book, watching a video, copying text from screen to screen, writing sentences
on paper, and browsing the internet

Abebe [15] Wearable camera going upstairs, running, walking, sitting/standing, and static

Noor [16] Wearable camera reaching, sprinkling, spreading, opening, closing, cutting, etc.

However, it is difficult to realize the above-mentioned user support system using these existing
approaches. When using the approaches with fixed cameras and wearable sensors, it is difficult to
recognize activities other than the motion of the whole body. For example, assuming that the user
stands in front of a ticket vending machine at a station, the necessary information is quite different
depending on whether the user watches the route map or instructions for the ticket vending machine.
It is difficult to distinguish these activities using wearable acceleration sensors or fixed cameras
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because there is almost no movement of the body. As for the first-person vision approach, it is not
easy to obtain the global location of the user, which is also important information for user support.
These problems can be solved by using the content and location of the text at which the user is gazing.
Textual information exists everywhere around us, and the possibility of looking at text is considered to
be high not only when reading a book but also when users are engaged in other activities. The textual
information provides a good clue to recognize the user’s activity.

2. Materials and Methods

2.1. Proposed Method

The outline of the proposed method is shown in Figure 1. A wearable eye tracker and fixed
fisheye camera are used as input devices. For convenience, the images obtained from the eye tracker
and fisheye camera are called the eye-tracker image and fisheye image, respectively. Information
about the user’s viewpoint can also be obtained from the eye tracker. The text at which the user is
gazing is detected using the eye-tracker image and viewpoint information. This text is regarded as
the text of interest, and it is recognized by an optical character reader (OCR). On the other hand,
the eye-tracker and fisheye images are matched to calculate the user’s viewpoint in the fisheye image.
Hence, the global location of the gazed text is detected. Then, the activity of the user is estimated
using the information about the text and its location. Note that the fisheye camera has a drawback
that the acquired image is distorted and its resolution is low, which makes image recognition difficult.
Therefore, the fisheye image is only used to detect the user’s viewpoint, and text recognitoin is
performed using the eye-tracker image.

Figure 1. Outline of the proposed method.

2.1.1. Recognition of Gazed Text

An image of the area around the viewpoint is segmented from the eye-tracker image and is
binarized. Then, the text recognition is performed using the Tesseract-OCR [18]. When a text is detected
in the image, the coordinates of a rectangle surrounding the recognized text area, the recognition result,
and its reliability are output. The distance between the recognized text and the viewpoint position is
calculated, and the nearest text is regarded as the gazed text. If the segmented image does not include
any text, it is judged that the user is not gazing at any text.

Then, the recognized text is matched using a text database prepared in advance. This database
consists of a set of texts and their categories. For the purpose of database construction and text
matching, we used SimString [19]. The category of the text is determined through the matching with
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the database. If there is no matched text in the database, the recognized text is used as is and its
category is determined to be others.

2.1.2. Estimation of Viewpoint in the Fisheye Image

In order to estimate the user’s viewpoint in the fisheye image, image matching is performed
between the fisheye image and the eye-tracker image. Because the distortion of the fisheye image
is different from that of the eye-tracker image, we adopt two-stage matching. First, the eye-tracker
image is used as is to roughly detect the region. Then, the eye-tracker image is converted according
to the detected location, and it is used for precise detection. We use the speeded-up robust features
(SURF) [20] as the feature for image matching.

In the first stage, we extract the keypoints of SURF from each image and perform feature matching.
An example is shown in Figure 2a. The large image is the fisheye image, and the small image at
the upper-right corner is the eye-tracker image. The matched keypoints are connected by lines.
Each extracted keypoint has information about the rotation angle and scale. Using this information,
the scale and difference in the rotation angles between the two images are adjusted. The position of
the eye-tracker image in the fisheye image is estimated by searching for the position that minimizes
the sum of the distances between matched feature points. An example of a roughly detected region is
shown in Figure 2b.

(a) (b)

Figure 2. First stage of image matching. (a) feature point matching. The large image is the fisheye
image, and the small image at the upper-right corner is the eye-tracker image. (b) roughly detected
region. This region that corresponds to the eye-tracker image is indicated as a red rectangle in the
fisheye image.

The accuracy of this matching is not very high because the distortion of the fisheye lens is not taken
into account. Therefore, we convert the eye-tracker image so that the distortion is the same as that at
the detected position in the fisheye image by calculating the corresponding points of these images [21].
Then, the image matching of the second stage is performed using the converted image. Figure 3 shows
an example of the result of the second-stage image matching. It can be confirmed that the accuracy was
much improved compared with the first stage matching (Figure 2a). Finally, we calculate the viewpoint
position in the fisheye image using the positional relationship obtained by the image matching.
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Figure 3. Second stage of image matching.

2.1.3. Activity Recognition

Activity recognition is performed using the acquired gazed text and viewpoint location in the
fisheye image. The accuracy of the eye-tracker varies depending on the user or misrecognition of
the text. Therefore, we adopt the random forest [22] method, which is less sensitive to noise, as the
classification algorithm. In the training phase, subsamples are selected from the training data by
random sampling to construct decision trees. These decision trees are used for classification.

We use six-dimensional feature vector (x, y, n, t, d, c) as the feature vector. The meaning of each
element is listed in Table 2. The number of characters is used for distinguishing long and short texts,
which normally represents guidance and place names, respectively. The average of character codes is
used for distinguishing between numbers and alphabets. The distance between the viewpoint and the
gazed text is used to judge whether or not the user is really gazing at the text.

Table 2. Elements of feature vector.

Element Meaning

x x-coordinate of the viewpoint location in the fisheye image
y y-coordinate of the viewpoint location in the fisheye image
n number of characters in the gazed text
t average of character codes in the gazed text
d distance between the viewpoint and the gazed text
c category of the gazed text

2.2. Experiment

2.2.1. Equipment

As a wearable eye tracker, we used SMI eye tracking glasses (https://www.smivision.com/).
This device is equipped with a camera for obtaining an infrared image of the eyes of the user,
and a camera for obtaining the field of view of the user. This makes it possible to record the field of
view and viewpoint of the user at the same time. Because the frame rates for the field of view and
viewpoint are 24 fps and 30 fps, respectively, synchronization is required.

As a fixed fisheye camera, we used the Kodak PIXPRO SP360 4K (https://www.kodak.com/).
This is an omnidirectional camera equipped with one fisheye lens. It is possible to acquire an image
that covers 360◦ in the horizontal direction and 235◦ in the vertical direction.
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2.2.2. Experimental Environment

We constructed an experimental environment to simulate a ticket vending machine in a station.
An image of a ticket vending machine and route map was printed on paper and affixed to the wall
to reproduce the vicinity of the ticket vending machine. The constructed environment is shown in
Figure 4a. A portion of the text database used is listed in Table 3.

In order to reproduce the surveillance camera in the station, we installed the fisheye camera on
the ceiling. It was installed in front of the ticket vending machine, about 2.5 m away from the wall.
A fisheye image acquired by the fisheye camera is shown in Figure 4b.

(a) (b)

Figure 4. Experimental environment. (a) printed image of ticket vending machine and route map
affixed to wall; (b) omnidirectional image acquired by fisheye camera.

Table 3. Portion of text database.

Category Texts

Guidance Touch the button, Tozai Line, Nanboku Line,...
Station name Aobayama, Sendai, International Center,...
Price 200, 250, 300,...

2.2.3. Training Data

The training data were constructed as follows. First, a subject was asked to stand in the
experimental environment. Then, he or she was asked to look at the ticket vending machine and route
map by moving their viewpoint (see Figure 5). We simultaneously recorded the viewpoint information
and video of the field of view. Frames were extracted by synchronizing these data, and feature
vectors were created with the values described in Section 2.1.3. The length of the captured video was
approximately 110 s, and the number of feature vectors was 2040.

A label describing the user’s activity was manually assigned to each feature vector. Considering
the gazed text and location of the text, the activity was classified into the following eight types:

• Looking at the route map to check the price,
• Looking at the route map to check the station name,
• Looking at the route map to look for guidance,
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• Looking at the ticket vending machine to check the price,
• Looking at the ticket vending machine to check the station name,
• Looking at the ticket vending machine to look for guidance,
• Operating the ticket vending machine,
• Others.

Figure 5. Viewpoints of training data.

3. Results and Discussion

3.1. Experimental Results

First, the accuracy of the proposed method was verified. We conducted the experiment with six
subjects in the constructed experimental environment. The subjects were instructed to move their
viewpoint to purchase a ticket for Aobayama Station while assuming that they were currently at Sendai
Station. Because the distance to the ticket vending machine was not provided, each subject took the
usual distance. The method used to create the experimental data was the same as that used to create
the training data. The activity in each frame was recognized by the proposed method.

The number of video frames for each subject, number of correctly recognized frames,
and recognition accuracy are listed in Table 4. The accuracy calculated with all the frames of all the
subjects was 75.4%. Note that this is the accuracy for individual frames. Considering that recognition
using several frames and recognition results in a time series can also be used when the method is
actually used for user support, it is considered that activity recognition was possible by the proposed
method under the experimental environment. There was a difference of more than 20 percentage points
in the recognition accuracy, and it could be confirmed that there were variations among the subjects.
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Table 4. Experimental results.

Subject Number of Frames Number of Correctly Recognized Frames Accuracy

1 903 668 74.0%
2 620 403 65.0%
3 750 558 78.4%
4 717 462 64.4%
5 441 344 78.0%
6 1314 1141 86.9%

Total 4745 3576 75.4%

3.2. Discussion

Next, we analyze the causes of recognition failures and show improvement plans. The causes
of recognition failures were roughly classified into two types. The first was the motion blur that
occurred during movement of the viewpoint, as shown in Figure 6. There are two ways to move the
viewpoint: moving only the eyes without moving the head, and rotating the head without moving the
eyes. Motion blur frequently occurs in the experimental data acquired from subjects who frequently
rotate their head. As a result, both the text recognition accuracy and image matching deteriorated.
To overcome this problem, it will be useful to use an eye tracker with a higher frame rate.

Figure 6. Example of failure caused by motion blur.

The second reason was the error of the viewpoint location detected by the eye tracker. If the gazed
text was incorrectly detected, the activity of the user was not correctly recognized. An example of this
is shown in Figure 7. Although the subject was looking at the guidance of the “Sendai Subway Route
Map”, the detected viewpoint was slightly shifted downward. As a result, the activity was incorrectly
recognized as “Looking at the route map to check the price”. The eye tracker used in this experiment
has the characteristic that the viewpoint location to be detected tends to be shifted when looking at the
edge of the field of view. Therefore, if the subject moves only their eyes without moving their head,
the detected location of the viewpoint is greatly shifted. To solve this problem, using multiple texts
included in a wide area around the viewpoint will be effective.
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Figure 7. Example of failure caused by misdetection of viewpoint. Although the subject was looking
at the guidance of the “Sendai Subway Route Map”, the detected viewpoint was slightly shifted
downward.

4. Conclusions

We proposed a fine-grained activity recognition method that uses a wearable eye tracker and
fixed fisheye camera. The information about the text at which the user is gazing is utilized based
on the idea that the content of the text is related to the activity. The proposed activity recognition
method consists of three processes: the gazed text recognition, estimation of the viewpoint in the
fisheye image, and classification of the activity using the feature vector. To obtain the global location of
the text, we performed image matching of the images obtained by these two devices. We demonstrated
that activity recognition was possible under the experimental environment created by simulating the
vicinity of a ticket vending machine in a station.

Although only an experiment in this limited environment was conducted at this time, we believe
that the proposed approach can be applied for various purposes. In order to recognize activities in
various situations, it will be necessary to further select and add features. Then, the method can be
applied to recognize the activities in stores and libraries, in addition to stations. It is also important to
construct a concrete user support system with the proposed approach.
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Abstract: A SmartInsoles Cyber-Physical System (CPS) is designed and implemented for the purpose
of measuring gait parameters of multiple users in a restriction-free environment. This CPS comprises
a master software installed on a computer and numerous multi-sensory health devices in the form
of smart insoles. Each of these insoles contains 12 Force-Sensitive Resistor (FSR) sensors, an Inertial
Measurement Unit (IMU), a WiFi-enabled microcontroller and a battery to power all components.
A validation pilot study was completed in collaboration with the Interdisciplinary School of Health
Sciences at the University of Ottawa by performing 150 trials on 15 healthy subjects. Each subject
performed 10 walks on the Tekscan Strideway gait mat system, while simultaneously wearing the
designed SmartInsoles CPS. Spatiotemporal data for over 450 unique steps were collected by both
systems. These data were analyzed carefully, and a thorough comparison was performed between the
results from the two systems. Seven parameters were analyzed in this study: stride time, stance time,
swing time, double support time, step time, cadence and gait time. Detailed results in the form of
tables, scatterplots, histograms and Bland–Altman graphs were generated. Analysis of the results
shows high agreement between the values of the two systems and suggests high accuracy of the
implemented CPS as a multi-device, multi-sensory system for gait measurement and analysis.

Keywords: smart insole; gait analysis; wireless cyber-physical system; Internet of Things; mHealth

1. Introduction

Recording detailed foot kinetics and pressure point data can be beneficial in performance
enhancement applications such as in sports and physiotherapy. Research in post-routine analysis for
medical and rehabilitation applications is still lacking an optimal solution that can record gait data
to be used for fall prediction, detection and avoidance [1]. Solutions to this problem are especially
imperative for people who have a high risk of serious injuries as a result of falling or tripping [2].

Nonetheless, many of the validated tools used to collect mobility data (i.e., walkways/gait mats,
force plates, cameras) provide excellent data on several gait parameters, but can be expensive to use
and involve stationary or in-floor systems that limit the measurement of gait parameters to constrained
research environments (laboratory) or in clinical settings (hospital corridors) [3].

Novel technological advances in IoT, including wireless technology and sensors, allow for
the possibility of building low-cost, wearable insoles that can collect continuous measurements.
These measurements can be acquired while a given participant is performing an everyday activity
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in naturalistic conditions (e.g., going up and down stairs, crossing a road, etc.). Furthermore,
these advances provide an opportunity for mobility monitoring (over time and in different contexts)
and measurement of improvements after rehabilitation within and outside a clinical setting [4].

A recent review by Muro-de-la-Herran and colleagues [5] provided an overview of the advantages
and disadvantages of wearable versus non-wearable technologies to measure mobility. Each technique
has its advantages and disadvantages, and the authors concluded that the choice of technology really
depends on the research question and applications [5]. In the current validation study, we aimed to
validate data from lightweight, low-cost, recently engineered wireless shoe insoles against a standard
walkway system (Strideway by Tekscan), in order to use these insoles for mobility tasks in naturalistic
settings. The gait mat system used in this study costs approximately $25,000, while each SmartInsole,
in its current prototype state, costs less than $200.

2. Background

Force plates, accelerometers and camera systems have been widely used to quantify gait [5].
Fixed plantar pressure measurement systems provide very high performance and accurate
measurements. The Italian National Institute of Health has been conducting studies that involve
the design, validation, implementation and performance testing of plantar Pressure Measurement
Devices (PMD) [6,7]. A thorough study was also conducted to test five commercial PMDs for
accuracy in pressure force measurement, hysteresis, creep and Center of Pressure (CoP) estimation [8].
They discussed and compared the main characteristics of the five PMDs, the technologies used,
calibration, and accuracy through several tests. Wired insoles used for gait analysis have also been
used successfully to acquire different parameters of gait for over 30 years [9,10]. More recently, in
the last 15 years, many have moved away from wired devices to gait mat technology that allows
people to walk freely without wearing any technology, but this mat technology is limited to a fixed
distance [11,12]. Components of the mat technology (i.e., pressure sensors), accelerometers and insole
technology have advanced rapidly, allowing for smaller, more robust sensors that can be used with
wireless technology in a shoe insole format. The main advantages of the wireless shoe insole format
are that they can be used in naturalistic settings, can monitor changes in gait overtime in these settings
and can be used in conjunction with other wireless technologies to track an individual in real time.

Different approaches were taken in recent studies to design shoe insoles for gait measurement
and analysis: some use pre-fabricated pressure sensors, while some fabricated their own, and some
studies added inertial measurement (i.e., accelerometers and gyroscopes) to get more information that
could assist in analyzing the users’ gait characteristics. With respect to the development and testing
of insoles, Howell et al. [13,14] developed an insole with 32 Force-Sensitive Resistor (FSR) sensors to
find the most effective number of sensors and their optimum locations in an insole. They derived a
12-sensor insole by analyzing force data acquired by the 32-sensor insole. This 12-sensor insole was
then validated by comparing results with an established gait analysis system at the Physical Therapy
Department at the University of Utah. Results showed high agreement and correlation between the two
systems. Tan et al., on the other hand, developed an insole with piezoelectric transducers to measure
and analyze gait and discussed the need for a low-cost wireless solution for that purpose [15,16].
They focused on plantar pressure calculation using the designed low-cost system and compared their
results with the Kistler Force Plate.

A different approach was taken by Motha et al. [17], who fabricated a rubber insole with a focus
on plantar pressure. They used Interdigitated Capacitors (IDC) as pressure sensors due to their high
pressure sensitivity, amongst other reasons, as reported by [18]. The insole they designed has pressure
sensors embedded in three areas: forefoot, midfoot and hind-foot. Their studies demonstrate how
different postures present different responses from these three pressure areas. Crea et al. also designed
an insole that embeds a grid of 64 pressure sensing elements that use LED and light sensor pairs
to measure pressure distribution and center of pressure [19]. They also explained the possibility
for estimating walking speed based on the distribution of detected pressure and the number of
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detected steps. Barun et al., on the other hand, combined 13 capacitive pressure sensors with a 3D
accelerometer [20] embedded in their insole and recorded data internally in a flash storage, which can
then be loaded into a computer for analysis.

Jagos et al. developed the eSHOE, which has all components embedded in the shoe. Components in
the eSHOE include a three-axis accelerometer and a three-axis gyroscope, in addition to four FSR
sensors [21]. Their main goal was to validate the eSHOE by comparing acquired gait parameters with
the results obtained from the GAITRite walkway [22], which is a plantar pressure and gait analysis
system developed by CIR Systems. The GAITRite is an electronic 6-m mat with embedded pressure
sensors capable of measuring spatiotemporal gait characteristics. Results from both systems show high
similarity, which signifies the possibility of replacing the gold standard GAITRite with the low-cost
eSHOE. The process followed by Jagos et al. [21] to validate their eSHOE was very thorough and
produced noteworthy results.

With the same embedded structure as the eSHOE, Hafidh et al. started the development of
the SmartInsole© in 2013, which is a gait measurement insole device with the complete circuit
embedded within the insole [23]. The embedded circuitry includes 12 FSR sensors, an accelerometer,
a microcontroller, a Bluetooth modem and a 3.3-Vcell battery. Over the past five years, many versions
of the SmartInsole have been designed. The smart insoles used in this study are enhanced versions of
Hafidh’s SmartInsole, with modifications in many aspects including the number of sensors, power and
communication mechanisms, in addition to using the insoles as smart measurement instruments
within a much bigger context.

In this study, we use a Cyber-Physical System (CPS), developed in-house, that performs
distributed processing within the instrumented SmartInsoles. These insoles wirelessly transmit gait
data to a centralized master machine that performs more processing including parameter calculations,
event detection and real-time visualization, in addition to communicating historical data to a cloud
database for storage. The SmartInsoles are standalone sensing devices that are interconnected via
the developed CPS. Each of them can measure the specified gait parameters by itself. However,
we developed the CPS to have most of the processing load happen in a remote machine. This, in fact,
helps in achieving a higher data collection rate and allows for more sensory details to be transmitted
to the cyber system installed on the centralized master machine. The cyber system will handle all
the processing and provide feedback in real time. A CPS setup also allows for multiple SmartInsole
devices to stream simultaneously, which can be very helpful in group activity measurements such as
sports or physiotherapy. In order to carefully validate this smart insole, we chose to test the data from
our system against the data from a Tekscan Strideway gait mat system. As Jagos et al.’s work [21] is
one of the most comprehensive evaluations of new insole technology for gait measurement purposes,
we will use a similar approach to compare several gait parameters acquired by the SmartInsole (within
our CPS) and the Strideway.

3. Materials and Methods

3.1. SmartInsoles CPS: Wireless Gait Activity Monitoring System

Cyber-physical systems are systems engineered to seamlessly integrate computational
components, networking and physical processes in a well-defined context to serve a specific purpose.
The implemented system used in this study is a CPS designed for gait activities’ measurement and
analysis. It collects sensory data from numerous multi-sensory SmartInsole devices and transmits them
to a central system that performs live visualization and data storage operations. The whole operation
process including collecting data and streaming sensory information is done over conventional
IEEE802.11 WiFi. Using WiFi allows for more user movement freedom and higher transmission
range in comparison to Bluetooth. It also allows for multiple devices to communicate concurrently
and enables device mobility. These are important characteristics that help subjects perform tests in a
realistic and non-confined environment.
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Several pairs of insoles were developed for different shoe sizes and following the exact same
design. Each developed insole includes 12 FSR sensors Model FSR-402 from Interlink electronics [24],
as well as an Inertial Measurement Unit (IMU) containing an MPU-9250 chip [25] that is capable of
measuring 3D gyro, 3D accelerometer and 3D compass data. The circuitries are printed on flexible
Printed Circuit Boards (PCB) for improved durability and controlled using an ESP-8266 microcontroller
breakout board, which has WiFi capabilities [26,27]. All sensors are embedded in these insoles following
the exact same layout, while the WiFi-enabled microcontroller and the 3.3-VLi-ion battery were placed
in an external rubber case. Each flexible PCB is padded with a 2 mm-thick foam sheet and placed
inside a size-adjustable sandal (Figure 1).

 

Figure 1. (Left) Flexible PCB with embedded sensors and the control pack containing the WiFi-enabled
microcontroller and the 3.3-VLi-ion battery; (Right) a user showing the padded SmartInsole in a sandal
while strapping the control pack around the leg.

An experiment was conducted to evaluate the measuring of pressure force curves over time and
how analysis of the sensed pressure and IMU data could be beneficial in detecting gait events and
characteristics [28]. However, this study focused on temporal gait characteristics, and we used pressure
sensors in the SmartInsole to detect time-related events to calculate these characteristics.

3.2. Reference System: Tekscan Strideway™

The Tekscan Strideway is a modular human gait analysis system used to analyze detailed
spatiotemporal parameters [29]. The system is packed into a large case and weighs about 40 kg.
It mainly consists of six tiles, four of which contain hundreds of embedded force sensors, a tile for gait
initiation and a tile for gait inhibition. The assembled system covers an area of approximately 4 m2

and is wired via a USB cable to a nearby computer containing the Strideway software. This 4-m2 area
is where the subject’s gait data can be collected. Although the full Strideway system was only officially
released in 2017, the technology/software used for this system was built based on the one-panel
MatScan® pressure mat, which has produced reliable measures for human gait [30,31] and reliable and
valid measures of postural stability [32,33].

This system is used widely in physiotherapy and rehabilitation applications in many health
organizations. The provided software automatically reads from the physical sensors in the mat
and performs calculations to derive different gait parameters such as step time, gait time, cadence,
velocity and walked distance. It can also automatically detect which foot is right and which is left,
which is useful in calculating toe-in/toe-out angles to compare to the subject’s line of progression.
During the tests, the software shows a visualization of the performed steps in the form of a heat-map.
This display shows the locations of the performed steps on the mat and each step’s pressure intensity.
After the test, the Strideway provides detailed analysis in the form of graphs and tables showing
calculated spatiotemporal data collected in the test.
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3.3. Study Design and Analysis Parameters

Fifteen subjects were tested in this experiment, 8 females and 7 males, and their ages ranged
between 20 and 45 years (average 31 years). The Tekscan Strideway mat was assembled in a spacious
area and connected to a laptop that contained the Strideway software. Green tape was used to create a
line that marks the start and the end of the actual reading area of the mat, and a video camera was used
to record the lower body of test subjects. By referring to the camera footage, we used the green line to
identify the first step and synchronize the steps acquired by the two systems. All subjects signed a
consent for inclusion before they participated in the study. The study was conducted in accordance
with the University of Ottawa Research Ethics Board, and was approved by the Office of Research
Ethics and Integrity at the University of Ottawa (H10-17-08).

The goal of this experiment was to allow different subjects to walk at a normal pace,
while acquiring their foot pressure data by both systems simultaneously. The outcome we aimed
towards in this experiment was having comparable, ideally identical, time-related results for different
gait parameters. Having this outcome supports the goal of validating the implemented CPS to be used
as a reliable gait monitoring and measurement system.

We focussed on seven gait parameters in this study. Assuming the user was always walking
forward, the initial contact of the person with the ground was normally at the heel. Therefore, one stride
(gait cycle) began with heel contact (initial contact) of one foot with the floor and ended with the next
heel contact of that same foot. Consequently, one complete gait cycle consisted of two steps, one of the
right foot and one of the left foot [34]. Each gait cycle was divided into two phases: stance phase and
swing phase. Stance phase began with the initial contact of one foot and ended with the toe-off of that
same foot. Swing phase began with toe-off of one foot and ended with the subsequent heel contact of
that same foot [35]. Stance phase usually made up about 60% of one gait cycle, and swing phase made
up the remaining 40% of that gait cycle [21].

There were two periods during one gait cycle of normal walking where both feet were in contact
with the ground; these were the initial and terminal double support periods. Double support time
began with initial contact of one foot and ended with toe-off of the other [21]. Therefore, considering
the right-foot to be the dominant foot, initial double support would start from the initial contact of
the right foot and end at toe-off of the left foot. Consequently, terminal double support would start
from initial contact of the left foot and end at toe-off of the right foot. For the purpose of this study,
we added the average durations of the initial and terminal double support times and reported the
average of total double support time for each trial.

The step time was the time duration from the initial contact of one foot to the initial contact of
the subsequent step of the other foot. The gait time was the duration between the first contact of the
first step and the first contact of the last step in each test. It started from the initial contact of the
first step and ended with the toe-off of the last step, regardless of which foot the participant started
or ended his/her gait. Cadence is calculated as the number of steps the user performed per minute.
Figure 2 below shows different described gait phases and indicates each parameter’s starting and
ending point. In this study, the following components are collected from both systems:

• Stride time (gait cycle time)
• Stance time
• Swing time
• Double support time
• Step time
• Gait time
• Cadence
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Figure 2. Description of start time and end time for different gait phases in a normal gait cycle.

3.4. Measurement Protocol

Multiple pairs of the SmartInsole were developed for different shoe sizes. Each insole was placed
in a size-adjustable sandal, and subjects were asked to wear the pair with a size closest to their shoe size.

Before each subject performed a test, the experiment procedure and purpose were explained
to them. They were, then, asked to sign a consent form that explained the purpose of the
experiment again and indicated that the collected data would be used strictly for research purposes.
Identifying information was not collected. Since the first plate in the Strideway did not contain sensors
and could not collect data, we used it as the gait initiation stage. Therefore, at the beginning of each
walk, subjects were asked to stand on one of the marked boxes (as seen in Figure 3), walk normally
towards the other end of the mat and stop at the final box. After storing data and labeling them for
post-experiment analysis, subjects were directed to stand on the starting box again for their next walk.
As indicated earlier, each subject was directed to perform 10 rounds of walks.

 

Figure 3. Tekscan Strideway system showing marked start and stop boxes, as well as lines to indicate
the start and end of the reading area (the 4 tiles with reading capability).

3.5. Analysis of Agreement

One of the main features of the Tekscan software is its ability to automatically produce
spatiotemporal data details for tests performed on the Strideway mat. The results of each test are
shown in the form of a video and information tables. The video shows a digital representation of
the mat and the location and pressure intensity and distribution, in the form of a heat-map, of each
step preformed during the test. In addition to the video, the software provides five tables for five
different groups of data. These tables provide rich information on the step-stride times and forces
applied, gait cycle times and the overall gait characteristics such as the distance, velocity, cadence,
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etc. In addition, two more tables are provided to show differential and symmetry characteristics by
comparing data acquired from each foot.

The designed CPS, on the other hand, provides accurate force and time details for each of the
12 embedded pressure sensors from all of the connected SmartInsoles. These force values are used
to extract timestamps for initial contact and toe-off of all steps that occurred during the operation of
the system. After that, these timestamps were used to calculate all of the required gait parameters in
this experiment.

Since the designed CPS reads all data coming from the SmartInsoles, some steps may not be read
by the mat. Therefore, video footage was required to determine the number of first steps that occurred
on the reading area of the Strideway. This process was needed to match/synchronize the correct step
data acquired from each system.

Since it is almost impossible to get identical values acquired by two different systems, the amount
of difference that was likely to occur between them was investigated, and an accuracy indicator was
derived based on the results. The agreement accuracy was calculated for the results of this experiment
using two methods. The first method, overall accuracy, looks at the overall values produced by both
systems and derives the accuracy percentage based on the summations of values. The second method,
average accuracy, looks at individual measures and calculates the accuracy for each pair of results
from the two systems. Then, it is calculated as the average of all accuracy values derived from each
pair of values (from the Strideway and the insole system). Overall accuracy and average accuracy
were calculated using Equations (1) and (2), respectively.

Overall Accuracy =

(
n

∑
x=1

SW(x)−
∣∣∣∣∣ n

∑
x=1

SW(x)−
n

∑
x=1

IN(x)

∣∣∣∣∣
)

/

(
n

∑
x=1

SW(x)

)
(1)

Average Accuracy =

(
n

∑
x=1

SW(x)− |SW(x)− IN(x)|
SW(x)

)
/n (2)

where:
x is the trial/test number
n is the total number of trials/tests

SW, , IN
are the gait parameter values derived from the
Strideway and the insole systems, respectively.

4. Results

Ten walks were performed by each of the 15 participants on the Strideway while wearing the smart
insoles. Spatiotemporal data for over 450 unique steps were collected and recorded. Each step collected
by the SmartInsoles was analyzed carefully and compared to its counterpart from the Strideway. In this
section, we present the results of this experiment, where SW represents the results acquired by the
Strideway system, and IN represents the results acquired by the implemented Insoles’ CPS.

Each of the 12 FSR sensors embedded in the SmartInsoles produced its own force value between
zero and 100 Newtons. The values acquired from all tests that were performed in this experiment were
analyzed to retrieve each step’s heel-contact and toe-off timestamps. These timestamps were then used
to calculate the gait parameters as described in Figure 2.

The data used to plot the graphs in Figure 4 were the results produced after averaging left and
right foot data for each of the seven analyzed gait parameters. This way, a single value was produced
for each trial by each system. MATLAB (R2018) was used for all statistical analysis and to generate
all graphs in Figure 4. In some cases, during the experiment, one of the systems could fail to deliver
results for a specific test. Data from both systems were eliminated in such cases, and their results are
not reported here. The final used sample, based on which all the results and graphs were derived,
included 81 pairs of successful tests, which was 54% of all the performed tests.
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Three types of graphs were generated for each gait parameter in this study: a scatterplot,
a histogram and a Bland–Altman graph.

Scatterplots were used to find a correlation between two sets of data. In this case, we were
comparing data from two systems: Strideway data (x-axis) and the insoles’ CPS (y-axis). A trend line
(or a line of best fit) on a scatterplot was used to represent the trend of the data and indicated the
likelihood of results if other data were present. In each parameter’s scatterplot shown in Figure 4,
a trend line is shown as a continuous straight line. Since this was a comparison between the results of
two systems measuring the same information, the trend line should ideally fall exactly on the 45-degree
reference line (y = x), which is shown as a straight dashed line. This would mean that the data from
both systems were identical. Therefore, a trend line that was close to the reference line indicated a
trending agreement between the two systems’ results.

Histograms show the number of occurrences of a value in a specific range. The values shown in
the histograms in Figure 4 represent the time difference between the Strideway data and the insoles’
data for each of the analyzed parameters. The width of each bar (bin) represents the range of error,
and the y-axis shows how many times an error falls within this bin’s range during our experiment.
A straight line is also shown in all histograms and indicates the average difference between the values
read by each system. The ideal case is when this line stands on the x-axis’ zero mark. In these
histograms, values should follow a bell-shaped normal distribution, and the peak y-axis value should
be around the zero x-axis value.

A Bland–Altman graph is another way to analyze the agreement between datasets acquired by
two systems. The y-axis represents the difference between the two values, while the x-axis represents
the average of these two values. Furthermore, three horizontal lines can provide more information on
the acquired data in a Bland–Altman graph. The solid straight line represents the average difference
between the values read by each system (also called the bias line), which has the same value of the
vertical line in histograms, and the two dashed lines are the Limits of Agreement (LoA). The upper
and lower LoA lines were calculated as the average value ±1.96 standard deviations. If the differences
were normally distributed, 95% of the values would be between these two limit lines [36].

Table 1 shows a numerical analysis and a summary of the data in Figure 4. The first column
represents the analyzed parameters, and the mean difference is shown in the second column. The mean
difference in this validation experiment is ideally aimed to be close to zero. As can be seen from this
summary, the mean difference for time-related parameters (measured in seconds) ranged between
−0.03 s and 0.02 s. This means that the average error between the acquisitions of both systems did
not exceed 30 milliseconds. For cadence, however, the mean difference was measured at 1.01 steps
per minute, which is also considered an insignificant error. The “Inside LoA%” shows the percentage
of data that had a difference between the lower and upper LoA values. For example, data showed
that 95.06% of the acquired cadence data had an error between −11.13 steps/min and 13.16 steps/min.
The lower and upper LoA values in Bland–Altman graphs should wrap approximately 95% of the
data, and a smaller range between the lower and upper LoA values meant higher agreement between
the two sets of data.
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Figure 4. Scatterplots, histograms and Bland–Altman graphs that compare the data acquired by the
Strideway (SW) and the SmartInsoles Cyber-Physical System (CPS) (IN).
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Table 1. Analysis of agreement summary. Mean, median, standard deviation, range, lower and upper
Limits of Agreement (LoA) values are all measured in seconds, while cadence is measured in steps/min.
Range values represent the difference between the absolute minimum and maximum values.

Parameter Mean Median St. Dev. Range Lower LoA Upper LoA Inside LoA%

Stride −0.03 −0.01 0.08 0.37 −0.18 0.13 93.83%
Stance −0.03 −0.03 0.04 0.18 −0.10 0.04 92.59%
Swing 0.02 0.03 0.08 0.46 −0.14 0.18 96.30%

Double Support −0.03 −0.02 0.07 0.41 −0.16 0.11 93.83%
Step −0.01 −0.01 0.03 0.19 −0.07 0.05 93.83%

Cadence 1.01 1.86 6.20 37.85 −11.13 13.16 95.06%
Gait −0.01 −0.02 0.08 0.66 −0.17 0.15 95.06%

Table 2 shows the results of the five parameters analyzed in this study and compares the values
acquired by both systems. The unit of measurement for all time-related parameters is seconds, and the
unit for cadence values is steps per minute. Each row in Table 2 shows a calculated result that went
through two stages. The first stage was averaging the left and right foot data for each parameter,
and the second stage was averaging the first stage data for all 10 walks. Equations (3) and (4) below
show how these values were calculated.

INs,p =

(
10

∑
x=1

INL(s, p, x) + INR(s, p, x)
2

)
/10 (3)

SWs,p =

(
10

∑
x=1

SWL(s, p, x) + SWR(s, p, x)
2

)
/10 (4)

where:
s represents the subject/participant
p represents the gait parameter
x is the trial number
INL, INR are the left and right average values acquired by the SmartInsoles CPS
SWL, SWR are the left and right average values acquired by the Strideway
INs,p is the two-stage value for subject s parameter p acquired by the SmartInsoles CPS
SWs,p is the two-stage value for subject s parameter p acquired by the Strideway

This two-stage calculated value produces a single value for each subject and parameter, by each
system, which makes them easily comparable. The last two rows in Table 2 show the overall accuracy
and the average accuracy as described earlier using Equations (1) and (2).

Table 2. Average gait parameter values for each participant acquired by the Strideway (SW) and the
Insole system (IN) after performing the 2-stage estimation (Equations (3) and (4)).

Participant
Stride

Time (s)
Stance

Time (s)
Swing

Time (s)

Double
Support
Time (s)

Step Time
(s)

Cadence
(steps/min)

Gait Time
(s)

SW IN SW IN SW IN SW IN SW IN SW IN SW IN

1 1.15 1.22 0.71 0.76 0.44 0.48 0.29 0.37 0.57 0.57 104.83 106.23 1.23 1.22
2 1.05 1.04 0.61 0.65 0.46 0.39 0.18 0.25 0.52 0.54 114.72 112.70 1.05 1.07
3 1.05 1.09 0.62 0.64 0.43 0.45 0.20 0.21 0.52 0.54 114.85 111.53 1.05 1.08
4 1.22 1.23 0.70 0.78 0.53 0.45 0.27 0.30 0.61 0.64 98.07 93.53 1.43 1.29
5 1.21 1.28 0.75 0.75 0.49 0.55 0.31 0.25 0.61 0.63 99.69 95.22 1.21 1.26
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Table 2. Cont.

Participant
Stride

Time (s)
Stance

Time (s)
Swing

Time (s)

Double
Support
Time (s)

Step Time
(s)

Cadence
(steps/min)

Gait Time
(s)

SW IN SW IN SW IN SW IN SW IN SW IN SW IN

6 1.14 1.17 0.72 0.75 0.43 0.42 0.32 0.34 0.57 0.58 105.24 104.32 1.14 1.15
7 1.27 1.26 0.76 0.78 0.51 0.47 0.29 0.28 0.63 0.65 94.83 92.21 1.27 1.30
8 1.23 1.36 0.77 0.78 0.46 0.56 0.34 0.32 0.61 0.62 98.24 96.53 1.23 1.25
9 1.14 1.13 0.70 0.72 0.46 0.41 0.27 0.29 0.57 0.58 105.33 104.37 1.14 1.15

10 1.03 1.01 0.64 0.65 0.40 0.36 0.25 0.28 0.51 0.51 116.98 118.75 1.03 1.02
11 1.11 1.02 0.56 0.64 0.65 0.39 0.24 0.22 0.56 0.50 108.10 120.92 1.11 1.01
12 1.21 1.24 0.70 0.75 0.52 0.49 0.23 0.29 0.62 0.61 99.73 98.92 1.21 1.21
13 1.18 1.20 0.70 0.75 0.50 0.45 0.23 0.29 0.59 0.62 102.18 98.36 1.18 1.23
14 1.10 1.05 0.62 0.66 0.53 0.39 0.20 0.26 0.55 0.48 109.10 126.05 1.10 0.95
15 1.08 1.01 0.60 0.64 0.48 0.37 0.16 0.20 0.54 0.54 111.00 110.09 1.08 1.09

Overall Accuracy 99% 95% 91% 89% 100% 100% 99%

Average Accuracy 96% 95% 86% 83% 97% 96% 96%

5. Discussion

5.1. Comparison to Other Validation Studies

The current study is similar to Jagos et al. [21] in that the insoles were compared to a walkway
pressure-sensitive system (Strideway by Tekscan). While it is certain that there will always be certain
measurement differences due to the number of sensors in the insole versus the number of sensors in
the gait mat, this study clearly demonstrates a high agreement between the Strideway and the insoles
system. Jagos et al. revealed in their validation study that, for the healthy group, the average difference
between the eSHOE and GAITRite acquisitions ranged between −0.029 and 0.029 s. The average
difference in this study, as shown in Table 1, is between −0.03 and 0.02 s, which is very close
to Jagos’ results. However, it is worth mentioning that their subjects consisted of older adults
(age 40.8 ± 9.1 years), while our sample’s average age was 31 years, which makes it difficult to
make a direct comparison.

In comparison to other validation studies [13,14,16], this study has the advantage of a large sample
of steps (450 unique steps) with which to compare several gait parameters. In addition, based on
previous research, the proposed SmartInsoles cyber-physical system was constructed to have the
optimal number of sensors for sensitivity to gait parameters without unnecessarily increasing cost.
Further, although many of the fabricated systems are wireless, this was one of the few systems that used
WiFi for real-time viewing of data from multiple devices simultaneously rather than Bluetooth [15] or
integrated internal storage [20,37].

As mentioned in the Background Section, the validation study conducted by the Italian National
Institute of Health showcased different error margins for the five tested PMDs [8]. One of the main
points of comparison in this study is the accuracy of the calculated Center of Pressure (CoP). In our
implementation, however, CoP can be estimated using the average pressure in each insole and the
locations of each sensor. This method estimates a relative location in-between the two feet, but cannot
approximate a distance since the distance between the two feet is unknown (see Figure 5). In other
words, CoP displacement for a wireless solution, such as our system, cannot be calculated on a
compound basis, but rather as two separate measures where each insole calculates its own CoP
(i.e., left foot CoP and right foot CoP).
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Figure 5. CoP estimation using the SmartInsole CPS showing how the Center of Pressure (CoP) could
be estimated in reference to the left and right foot’s CoP if the distance between the two feet is known.

5.2. Study Limitations

Previous work has examined the reliability of insole devices with different motor movements [37],
as well as different populations that may have a more variable gait [13,14]. It would be important to
follow up with this validation work with different movements, contexts and populations in order to
ensure the greatest usability and generalizability of these insoles.

To test for the validity of the wearable SmartInsoles system, participants were required to wear
sandals. This may have interfered with the results collected by the Strideway gait mat because it
functions best when subjects are barefoot. We tried controlling this by ensuring that all participants
wore the same type of sandal, allowing for standardized conditions and limited effects on the measured
Strideway data. The gait mat has embedded pressure sensors and can measure footfalls even while
using sandals. In gait acquisitions with the mat, participants typically wear their own footwear and do
not walk barefoot across the mat. Although the mat may provide more information about pressure
when a participant walks barefoot, this is not ecological, as people walk with shoes. In addition,
the embedded pressure sensors provide accurate timestamps even with footwear, which leads to
high-accuracy time-related parameters such as heel strike time and toe-off time, which are necessary
measures to calculate several gait parameters (i.e., stride time). However, the limitation is related to
the value/intensity of the pressure force, since the sandals add some padding and can weaken the
measured pressure by the mat, not eliminate it. To overcome this limitation, our lab is experimenting
with designing SmartSocks, which have the same sensors and circuitry as in the SmartInsole. This way,
the padding problem can be minimized, and pressure force values can then be compared between the
two systems.

Of the 15 participants included in our study, three participants (11, 14 and 15) performed a fewer
number of steps on average due to their taller height. This affected the number of gait cycles they
completed, with some having less than one. Data for these participants were still included, as they are
still useful for validation purposes.

5.3. Future Work

One of the items that the Strideway calculates is the toe-in and toe-out angles in comparison
to the subject’s line of progression. These data provide information on how the subject’s feet are
tilted inwards or outwards, which has a direct effect on the subject’s knee adduction according to [38].
For future work, we plan to calculate the toe-in and toe-off angles by using the information collected
from the IMU sensor, which is already embedded in each SmartInsole.
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The SmartInsoles can work by connecting them to a nearby smartphone device via Bluetooth.
This opens the door for future experiments where people would wear these insoles and go on with
their daily lives. The system would then be able to collect more realistic data that can be uploaded
into a cloud database that physicians can access to monitor and analyze gait trends of their patients
continuously without any location restrictions.

In our study, we evaluated young healthy subjects only. Future studies should include patients
with conditions that can affect their gait such as diabetes [39], Parkinson’s [40] or patients with Multiple
Sclerosis (MS) disease [41]. Several studies have also confirmed a relationship between gait variability
and age progression [42–44]. With this being a pilot study, our inclusion criteria consisted solely of
young adults. For future studies, data from older individuals acquired with the wearable SmartInsoles
and the Strideway gait mat should be evaluated, as there is typically more variability in collected data
from older adults.

Therefore, collecting gait data for patients or long periods and away from the restrictions of a
laboratory setting can provide rich information that can help physicians monitor the development of
symptoms and the progression of disease for such cases.

6. Conclusions

Many studies in healthcare technologies and mHealth are moving towards facilitating remote
patient monitoring [45–47], which can reduce costs and improve quality of care [48]. The objective of
this study is to provide a reliable sensor network that provides the necessary information in a smart city
where patients can live their normal lives and have their activities monitored by their caretakers and
physicians. The developed system performs gait analysis by transmitting compressed and encoded
sensory information wirelessly to a cloud server, which in turn, performs historical data collection,
as well as the required analysis to extract gait parameters. This solution provides an alternative to the
current high-cost and non-mobile solutions that have existed for decades. To validate the implemented
system, a pilot study was performed in collaboration with the Interdisciplinary School of Health
Sciences at the University of Ottawa. The performed experiment collected gait information of several
subjects by using two systems simultaneously: the Tekscan Strideway gait mat and the SmartInsoles
CPS. Comparison of the acquired data shows high agreement between the two datasets for the seven
gait parameters analyzed in this study: stride time, stance, time, swing time, double support time,
step time, cadence and gait time. At a fraction of the cost of the commonly-used gait measurement
method in healthcare organizations, the in-house designed and implemented SmartInsoles CPS proves
that it can reliably provide most of this information with high accuracy.

For the cost of the gait mat used in this study, at least 50 pairs of SmartInsoles, with different sizes,
can be maintained. However, while the gait mat is not limited by shoe size, the main advantage of
the SmartInsoles CPS is enabling continuous outdoor and home monitoring, away from a clinic or a
lab setting. Therefore, the cost of having a custom insole for each shoe size, or each user, is tolerable
considering the advantages it brings.
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Abstract: The Wireless Sensor Networks (WSN) are the basic building blocks of today’s modern
internet of Things (IoT) infrastructure in smart buildings, smart parking, and smart cities. The WSN
nodes suffer from a major design constraint in that their battery energy is limited and can only
work for a few days depending upon the duty cycle of operation. The main contribution of this
research article is to propose an efficient solar energy harvesting solution to the limited battery
energy problem of WSN nodes by utilizing ambient solar photovoltaic energy. Ideally, the Optimized
Solar Energy Harvesting Wireless Sensor Network (SEH-WSN) nodes should operate for an infinite
network lifetime (in years). In this paper, we propose a novel and efficient solar energy harvesting
system with pulse width modulation (PWM) and maximum power point tracking (MPPT) for WSN
nodes. The research focus is to increase the overall harvesting system efficiency, which further
depends upon solar panel efficiency, PWM efficiency, and MPPT efficiency. Several models for
solar energy harvester system have been designed and iterative simulations were performed in
MATLAB/SIMULINK for solar powered DC-DC converters with PWM and MPPT to achieve
optimum results. From the simulation results, it is shown that our designed solar energy harvesting
system has 87% efficiency using PWM control and 96% efficiency (ηsys) by using the MPPT control
technique. Finally, an experiment for PWM controlled SEH-WSN is performed using Scientech 2311
WSN trainer kit and a Generic LM2575 DC-DC buck converter based solar energy harvesting module
for validation of simulation results.

Keywords: smart cities; solar energy harvesting; DC-DC Converters; maximum power point tracking
(MPPT); battery charging; Wireless Sensor Nodes

1. Introduction

In the 21st century, the design of efficient renewable energy harvesting system is the most
important technological challenge due to the increase in global warming and other environmental
issues. Recently, in August 2016, the ZigBee Alliance, USA has announced the new standard for
Energy harvesting wireless sensor networks (EHWSNs) which is known as ZigBee Green Power
(GP) [1]. The amendments in the IEEE 802.15.4 communication standard protocol for low data rate
wireless networks and the ZigBee Green Power (GP) standard for EHWSNs facilitate the use of the
Green Power feature for ZigBee applications running on the low power wireless microcontroller
platforms [2]. Nowadays, the commercial companies like Texas Instruments, ST Microelectronics,
and Linear Technology, USA are proposing the renewable energy harvesting based power management
solutions for wireless sensor networks (WSN). The design of an efficient solar energy harvesting
systems is necessary for long network lifetime solar energy harvesting wireless sensor networks.
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In SEH-WSN nodes, the harvester system takes the input from solar photovoltaic energy and converts it
into electrical energy. Then, this electrical energy is used to charge the WSN node battery and provides
the operating voltage to the sensor node. The advantage of using energy harvesting in WSN nodes is
that it reduces the human efforts required to replace the battery of hundreds or thousands of sensor
nodes by going out into remote areas for volcano monitoring, glacier monitoring, forest monitoring and
battlefield monitoring applications. The energy harvesting enabled WSN nodes increases the overall
sensor network operation lifetime. The SEH-WSN node is powered by ambient solar photovoltaic (PV)
energy and can measure the temperature, light, humidity, and pressure simultaneously. Then, it sends
the measured data to the remote WSN node wirelessly using Zigbee wireless communication protocol.
The theoretical maximum distance limit in ZigBee (IEEE 802.15.4 standard) is up to 100 m with a
maximum data rate of 250 kbps. The main contributions and innovations of this research article are
as follows:

(1) A novel solar energy harvesting 3.6 volts battery charger using Pulse Width Modulation (PWM)
control technique using MATLAB/Simulink.

(2) A novel solar energy harvesting 3.6 volts battery charger using Perturb & Observation (P&O)
type Maximum Power Point Tracking (MPPT) control technique using MATLAB/Simulink.

(3) A novel hardware implementation of a solar battery charger using PWM control technique Solar
Panel, DC-DC Buck Converter, and Scientech 2311 WSN trainer kit.

(4) The innovation claim entails the integration of a Commercial WSN trainer Kit (Scientech 2311)
with a solar panel and a PWM controlled DC-DC converter, and showing the output on Digital
Storage Oscilloscope (DSO).

(5) Another innovation claim made here involves the MATLAB/Simulink based implementation
of solar energy harvester system to charge 3.6 volts battery using MATLAB/Simulink.
This rechargeable battery is used to provide power to the WSN node.

In 2008, Ref. [3] proposed the modeling and optimization of a solar energy harvester system
for self-powered wireless sensor networks. They proposed a Boost Converter model with MPPT.
In this model, they considered variations in irradiance (W/m2) and variations in Inductor (L) and
capacitor (C) values to observe the effect on output efficiency. The maximum achieved efficiency is only
85% using theoretical simulation results. In 2009, Ref. [4] proposed the design of a solar-harvesting
circuit for battery-less Embedded Systems. In this paper, the simulation results show that by using
efficient solar energy harvester circuits, the sensor network lifetime can be increased from a few days
to 20–30 years and higher. Section 1 provides an overview of a basic Solar Energy Harvesting System.
Section 2 presents the operation of a SEH-WSN Node. Section 3 provides two types of solar energy
harvester systems, i.e., pulse width modulation (PWM) controlled and P&O MPPT controlled. Section 4
presents the modeling of the solar cell and solar panels. Section 5 provides modeling of DC-DC Buck
converters, and Section 6 provides modeling of maximum power point tracking techniques (MPPTs).
The Section 7 provides simulation parameters and Section 8 provides simulation results. In Section 9,
Energy harvester systems efficiency calculations are shown, and in Section 10, a hardware experiment
is performed for SEH-WSN nodes. Finally, Section 11 provides the conclusion for simulation results
and hardware experiment validation.

2. Operation of an SEH-WSN Node

The internal block diagram of an SEH-WSN node is shown in Figure 1. The solar
energy-harvesting system provides a DC power supply (3.6 volts, Tektronix, Inc., Beaverton, OR, USA)
to the WSN node. This voltage is harvested from the ambient sunlight by using the solar panels [5].
The solar panel converts light energy directly into the DC electrical energy. The DC-DC converter
regulates this DC voltage to charge the battery. The rechargeable battery powers the WSN node.
The WSN node measures the desired physical quantity (e.g., temp., light, humidity, and pressure) by
using the sensor measurement unit. A microcontroller in computation unit processes this sensed data.
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Figure 1. Block diagram of Solar Energy Harvesting Wireless Sensor Network Node (SEH-WSN).

The measured or sensed data is sent to the nearby network node wirelessly, in the form of data
packets using the transmitter unit. The information is sent to the USB gateway node via cluster
head nodes [6] from the end nodes. Finally, the user can remotely monitor & control the application
process e.g., temperature monitoring, control of an industrial boiler plant, volcano monitoring, glacier
monitoring, forest monitoring, battlefield monitoring applications, air conditioner cooling system
control, traffic light management in a smart city.

3. Solar Energy Harvesting System

A basic solar energy harvesting system consists of a Solar Panel, DC-DC converter, rechargeable
battery, a battery charge protection circuit called battery management system (BMS) and DC-DC
converter control unit. Generally, there are two types of DC-DC converter control methods:
(1) Pulse width modulation (PWM) control and (2) Maximum power point tracking (MPPT) control.
The Figure 2a shows a block diagram of a pulse width modulation (PWM) controlled DC-DC buck
converter. Similarly, the Figure 2b shows the block diagram of Perturb & Observation (P&O) maximum
power point tracking (MPPT) controlled solar energy harvester (SEH) system. In Figure 2b, the SEH
system consists of a solar panel, a DC-DC buck converter, a rechargeable battery, a maximum power
point (MPPT) controller, and a WSN sensor node connected as a DC load. The ambient solar light
energy is harvested using the solar panel and converted into the electrical energy. The DC-DC
Buck converter steps down and regulates the magnitude of this harvested voltage, and supplied
to the rechargeable battery. The MPPT controller tracks the voltage and current from the solar
panel and adjusts the duty cycle accordingly for the MOSFET of DC-DC Buck converter [7]. Finally,
the battery voltage is utilized to operate the wireless sensor node. The WSN performs the function of
sensing, computation, and communication with other similar characteristics nodes. Thus, autonomous
operation of monitoring and control of any physical phenomenon such as temperature, humidity,
pressure or acceleration can be achieved using the SEH-WSN nodes. In this whole scenario,
the efficiency of the solar energy harvester circuit plays a very important role. If the efficiency
of the solar energy harvester system is poor, then the battery will not get recharged properly and hence
the wireless sensor network lifetime will reduce.
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(a) (b) 

Figure 2. Block diagram of solar energy harvesting system using PWM and MPPT control. (a) Using
PWM control; (b) using MPPT control.

4. Modeling of a Solar PV Panel

A solar cell (also called photovoltaic cell) is a semiconductor device, which converts the light
energy into electrical energy [8]. When a photon of light energy (hv > Eg) is incident over a solar cell
the electron-hole pair (EHP) is generated. This newly generated EHP contributes to the electric current
called a light generated current denoted by (IL). The ideal theoretical current-voltage (I–V) equation of
a solar cell is given as

Solar cell current (I) = IL − Io

[
exp

(
qV
kT

)
− 1

]
(1)

where, I = total output current of solar cell, IL = Light generated current by the solar cell, Io = Reverse
Saturation current due to recombination, q = charge of electron (1.6 × 10−19 C), V = open circuit
voltage of solar cell, k = Boltzmann’s constant (1.38 × 10−23 J/K), T = Temperature of Solar cell (300 K).
The symbol of the solar cell is shown in Figure 3a. The solar cell equivalent circuit model can be
represented as shown in Figure 3b. It consists of a light generated current source (IL), a diode (D)
modeled by Shockley equation, and two series and parallel resistances. A MATLAB Simulink model
for a solar panel is shown in Figure 3c. In Figure 3b, Kirchhoff’s current law (KCL) can give the
characteristic current equation for this equivalent circuit:

Output Current of Equivalent Cell Model (I) = IL − ID − Ip (2)

where, Ip = current in parallel resistance, IL = Light generated current, and ID = diode current.

Diode Current (ID) = Io

[
exp

(
V + IRs

nVT

)
− 1

]
(3)

where, Io = Reverse Saturation current due to recombination, V = open circuit voltage of solar cell,
I = solar cell output current, Rs = series resistance, n = diode ideality factor, (1 for ideal, 2 for practical
diode), VT = Thermal voltage (kT/q), k = Boltzmann’s constant (1.38 × 10−23 J/K), T = Temperature of
Solar cell (300 K). q = charge of electron (1.6 × 10−19 C). The current in parallel resistance is given as:

Current in parallel resistance
(

Ip
)
=

V + IRs

Rp
(4)

Now, putting the value of ID and Ip in current Equation (2), we get the complete IV equation of
the equivalent circuit of a single solar Cell, for which related all parameters with output current and
voltage are given as [9]:

Solar cell Current (I) = IL − I0

[
exp

(
q(V + IRs)

nkT

)]
−

(
V + IRs

Rp

)
(5)
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where, Rp = Parallel Resistance and remaining parameters IL, Io, q, V, I, Rs, n, k, T have been already
defined in Equation (3). The efficiency (η) of the solar cell is given as:

Solar Cell E f f iciency (η) =
Voc· Isc·FF

Pin
(6)

where, Voc is called Open Circuit Voltage, Isc is Short Circuit Current, FF is Fill Factor and Pin = incident
optical power. The Fill Factor (FF) of a solar cell is given as

Fill Factor (FF) =
Pmax

Pdc
=

Im·Vm

Isc·Voc
(7)

where, Im is called maximum current and Vm is the maximum voltage of the solar cell. Practically, there
are many types of solar cells, such as monocrystalline silicon solar cell (c-Si), Amorphous Silicon solar
cell (a-Si), Polycrystalline solar cell (multi-Si), Thin-film solar cell (TFSC) etc. However, the efficiency
of a-Si solar cells is more than all others up to 18% efficiency [10].

 
 

(a) (b) (c) 

Figure 3. Modelling of Solar cell (a) Symbol; (b) Equivalent circuit of Solar Cell; (c) Solar Panel.

4.1. Effect of Solar Radiation (G)

The solar cell efficiency (η) is directly proportional to variations in solar radiations. If solar
radiation increases, then the solar cell efficiency (η) also increases and vice versa. The Figure 4a shows
Current-Voltage (I–V) characteristics of a commercial 10 watts solar panel (Dow Chemical DPS 10–1000)
with varying irradiance levels. The 10 watts (Dow Chemical DPS 10–1000) Solar panel has a size of
546 mm × 232 mm with a module area of 0.13 m2. From Figure 4a, it is observed that the current
in solar panel increased with an increase in the irradiance level [11]. Here, the solar cell current is
maximum (6.2 A) for solar irradiance of 1000 W/m2. The Power-Voltage characteristics of a Solar Panel
under different radiations levels is shown in Figure 4b. Here, the harvested power is the maximum
(9.8 W) for the highest solar irradiance i.e., 1000 W/m2.

 
(a) (b) 

Figure 4. Solar Panel characteristics with variations in Irradiance level (Watts/m2). (a) I–V
Characteristics; (b) P–V Characteristics.
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4.2. Effect of Temperature (T)

As seen in Figure 5a, if the solar panel temperature is increased, then the output current decreases
and vice versa. Thus, the output current is inversely proportional to temperature variations. Similarly,
in Figure 5b if the temperature is increased, then output power decreases and vice versa. Thus, output
power is also inversely proportional to variations in temperature.

 
(a) (b) 

Figure 5. Solar Panel characteristics with variations in Temperature (oC). (a) I–V Characteristics; (b)
P–V Characteristics.

The Figures 4 and 5 show I-V and P-V characteristics of a 10 watts solar module DPS-10-1000
of Dow Chemical Company (Midland, Michigan, United States) simulated in MATLAB/Simulink
simulation software. In Ref. [12–14] some more simulation software are provided for energy harvesting
wireless sensor networks.

5. Modeling of DC-DC Converter

There are generally three types of DC-DC converters [15] used in the design of a photovoltaic
system: Buck Converter, Boost Converter, and Buck-Boost Converter. Here, we have used a DC-DC
Buck converter because its efficiency is high as compared to Boost and Buck-Boost converters. A DC-DC
buck converter is a power electronics converter in which the output voltage is always less than the
input voltage. The Buck converter consists of a DC voltage source (Vdc), an inductor (L), a switch
(MOSFET), a diode (D) and a capacitor (C) as shown in Figure 6. When MOSFET switch (S) is closed at
time t1, the input voltage Vs appears across the load resistor. If the MOSFET switch remains OFF for
the time t2, then the voltage across the load resistor is zero. The amplitude of output voltage (V0) is
less than the input voltage Vo. The Duty Cycle (D) can be varied from 0 to 1 by varying time period t1.
The duty cycle of the Buck converter is D = Vo/Vin. The average output voltage of the buck converter
is given as:

V0 =
1
T

∫ t1

0
vodt =

t1

T
Vin = f ·t1·Vin = Vin·D (8)

where, V0 is output voltage, Vin is input voltage, t1 = MOSFET switch ON time duration, T = Total
Time period, f is the frequency of operation, D is the duty cycle.

Figure 6. Circuit Model of a DC-DC Buck Converter.
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The average load current at output is given as:

I0 = IL = V0 / R = D·Vin / R (9)

where, T = chopping period, D = t1/T is duty cycle, f = chopping frequency.

Power Losses in DC-DC Buck Converter

There are three main sections of power dissipation in DC-DC buck converter [16]: Inductor
conduction losses, MOSFET conduction losses, and MOSFET switching losses.

In all types of DC-DC converters, the Inductor is the main sink for power consumption. The value
of MOSFET switching loss and diode conduction losses are very small and as compared to inductor
losses, can be neglected practically. The inductor power consumption loss is given as:

PL = I2
L(rms) × RL(dc) (10)

where, PL = Power loss in Inductor (mW), IL(rms) = Inductor RMS current, RL(dc) = DC resistance of
the Inductor.

6. Modeling of Maximum Power Point Tracking (MPPT) Technique

The MPPT techniques [17] are widely used in the design of photovoltaic (PV) solar systems to
maximize power extraction from the Sun under varying solar irradiance conditions. It is an algorithm,
which continuously measures the voltage (Vpv) and current (Ipv) from the solar panel and calculates the
amount of duty cycle (D) to be fed to the MOSFET switch of the DC-DC buck converter. The following
algorithms are generally used in photovoltaic applications as [18]:

• Perturbation and Observation (P&O) technique,
• Incremental Conductance (INC) technique and
• Fraction Open Circuit Voltage (OCV).

The P&O technique is mostly used in all types of solar energy harvester systems. A flow chart for
the P&O algorithm is shown in Figure 7. The output of this algorithm is a varying duty cycle (ΔD)
which depends on input solar irradiance (W/m2). When solar irradiance changes then a change in duty
cycle occurs and the solar panel voltage and current changes [19]. The MPPT algorithm senses these
changes and adjusts the impedance of the solar panel to the maximum power point. Thus, maximum
power (P) can still be extracted from the solar panel even if the irradiance changes. It generates a PWM
waveform whose initial duty cycle (D) is 0.7 provided arbitrarily (in the range of 0 to 1) as a seed value
during the simulation.

The P& O algorithm works on the principle of impedance matching between the load and the
solar panel. For maximum power transfer, the impedance matching is necessary. This impedance
matching is achieved by using a DC-DC converter. By using a DC-DC converter, the impedance is
matched by changing the duty cycle (ΔD) of the MOSFET switch. The relation between the input
voltage(Vin), the Output voltage (Vo) and duty cycle (D) is given as

Vo = Vin·D (11)

and,
Rin = RL / D2 (12)

Therefore, if the duty cycle changes (ΔD), then the solar energy harvester output voltage (Vo)
changes. If the duty cycle (D) is increased the output voltage (Vo) also increases and vice-versa.
By changing the duty cycle (D), the impedance of the load resistance (RL) can be matched with
input solar panel impedance for maximum power transfer to the load for optimum performance.
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The steps in the P&O algorithm are shown by a flowchart and MATLAB codes [17–19] are shown in
Algorithm 1 respectively.

Figure 7. Flowchart of Perturb and Observation (P&O) Algorithm for MPPT.

Algorithm 1. P&O MPPT Algorithm.

function D = PandO(Vpv,Ipv)
persistent Dprev Pprev Vprev
if is empty (Dprev)

Dprev = 0.7;
Vprev = 190;
Pprev = 2000;

end
deltaD = 0.0025;
Ppv = Vpv*Ipv;
if (Ppv-Pprev) ~= 0

if (Ppv-Pprev) > 0
if (Vpv-Vprev) > 0

D = Dprev - deltaD;
else

D = Dprev + deltaD;
end

else
if (Vpv-Vprev) > 0

D = Dprev + deltaD;
else

D = Dprev - deltaD;
end

end
else

D = Dprev;
end
Dprev = D;
Vprev = Vpv;
Pprev = Ppv;
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7. Simulation Experiment Setup

The simulation parameters for a solar energy harvesting system are shown in Table 1. We used
MATLAB Simulink 2017 for simulation of a solar-powered Boost converter with PWM control for battery
charging of a WSN node as shown in Figure 8. The Figure 9 shows MATLAB Simulink model of solar
energy harvester system using MPPT control. The solar irradiance of 1000 watts/cm2 is incident on the
solar panel with a constant temperature of 25-degree Celsius [20]. The Solar panel can extract only this
solar energy into 15 mW/cm2 with 15% efficiency [21]. For full irradiance on the simulated solar panel,
the output voltage of the solar panel is 6 volts, 500 mA, and 3 watts. Now, this electrical energy from the
solar cell is fed to the DC-DC boost converter, which increases the output voltage. The Boost converter
output voltage is used to charge the rechargeable battery. The rechargeable battery is used to operate the
WSN node. Here, the WSN load is modeled as output with a DC load resistance of 100 ohms. Table 1
shows various simulation parameters i.e. irradiance, temperature, DC-DC converter type, Solar panel
current, voltage and power, battery type ad battery voltage, duty cycle, WN load model and power losses.

Figure 8. MATLAB/SIMULINK model for PWM controlled solar energy harvesting (SEH) system for
WSN Node.
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Figure 9. MATLAB/SIMULINK model for P&O MPPT controlled SEH system for WSN Node.
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Table 1. Simulation Parameters.

Parameters Value Parameters Value

Irradiance (W/m2) 1000 Watts/m2 Capacitor (C) 100 uF
Temperature (T) 25 degree Celsius Inductor (L) 200 uH

DC-DC Converter Boost Converter MOSFET Switching Frequency (f ) 5 KHz
Max. Solar Panel output voltage (Vm) 6 volts Initial duty Cycle 0.5
Max. Solar Panel output current (Im) 500 mA MOSFET Switching Power Losses (Psw) 0.5 mW

Max. Power from Solar Cell (Pm) 3 watts Switching Voltage Loss (Vsw) 0.2 volts
Rechargeable Battery Type NiCd WSN Load Model 10-ohm resistor

Battery Voltage 3.6 volts Inductor conduction Power Loss (PL) 50 mW

8. Simulation Results

The simulation results with comparisons of Battery State of Charge (SoC), battery Current (IB)
and battery voltage (VB) using PWM controlled and P&O MPPT controlled solar energy harvesting
(SEH) system are shown in Figures 10–12.

 
(a) (b) 

Figure 10. Simulation results of PWM controlled and P&O MPPT controlled solar energy harvesting
(SEH) system for 10 s. (a) Battery SoC, Voltage and Current during Charging using PWM control;
(b) Battery SoC, Voltage and Current during Charging using P&O MPPT control.

 
(a) (b) 

Figure 11. Simulation results of PWM controlled and P&O MPPT controlled solar SEH system for 100 s.
(a) Battery SoC, Voltage and Current during Charging using PWM control; (b) Battery SoC, Voltage
and Current during Charging using P&O MPPT control.
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(a) (b) 

Figure 12. Simulation results of PWM controlled and P&O MPPT controlled solar SEH system for 200 s.
(a) Battery SoC, Voltage and Current during Charging using PWM control; (b) Battery SoC, Voltage
and Current during Charging using P&O MPPT control.

Comparison of Battery State of Charge (SoC), Voltage and Current during Charging Using PWM and MPPT
Control Techniques

In Figure 10a, three parameters of the PWM controlled solar energy harvesting battery charger
(i.e., Battery State of Charge (SoC), battery Current and Voltage) are shown for a simulation time of 10 s.
The battery SoC reaches from zero to 1%. On the other hand, in Figure 10b, the MPPT controlled solar
energy harvesting battery charger SoC, battery Current and Voltages are shown for a simulation time
of 10 s. Here, the battery SoC reaches from 0 to 5%, which is greater as compared to PWM controlled
results for 10 s (i.e., 1% only). In Figure 11a, for increased simulation time (T = 100 s), the battery
SoC reaches 10% of its final value. However, in Figure 11b, the MPPT results for 100 s simulation
time have battery SoC to 50% as compared to the results obtained in Figure 11a for PWM control
(i.e., 10% only). The Battery current is negative while charging, which represents the oxidation process
in the electrochemical cells of the battery. However, during discharging, the battery current is positive,
which represents the reduction process in the electrochemical cell of the battery. Finally, in Figure 12a
the battery SoC could reach only 30% in 200 s simulation time in the figure. But, in Figure 12b the
battery SoC reaches 95% in just 200 s simulation time. Thus, the battery charging time is dynamically
increased by using MPPT controlled solar energy harvesting systems for WSN nodes. The MPPT
controlled SEH system shows better charging efficiency because it can extract the maximum solar
power from the solar cells as compared to the ordinary PWM controlled system.

9. Energy Harvester Systems Efficiency
(
ηsys

)
Calculations

The energy harvester system efficiency is calculated for PWM control and MPPT control methods
separately as:

9.1. PWM Efficiency

In our simulation, the solar panel was selected to have a maximum power of 3 watts. By using
PWM control, the max. power available from that solar panel is only 2.5 watts. Therefore, the PWM
efficiency is calculated as:

PWM Efficiency (ηPWM) =
PPWM

Pm
(13)
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The PPWM is 2.5 watts but the rated max. power is 3 watts. Thus PWM efficiency is calculated as
2.5 w/3 w = 83.34%. Furthermore, the buck converter reduces (or regulates) this 2.5 watts power to
650 mW. The buck converter efficiency is defined as output power (P0) divided by the power losses
(Ploss). Mathematically,

DC − DC Buck Converter Efficiency (ηbuck) =
P0

P0 + Ploss
(14)

where, Ploss is the sum of MOSFET switching loss (Psw) and the Inductor conduction loss (PL). From
the simulation results table, the output power (P0) is 650 mW and MOSFET switching losses are 5 mW
and inductor power loss is 50 mW. Thus buck converter efficiency is calculated as 650 mW/(650 + 55
mW) = 92.19%. The overall harvester efficiency is the average of PWM efficiency and DC-DC buck
converter efficiency. Thus

Overall Energy Harvester Systems Efficiecny using PWM
(
ηsys

)
=

(ηbuck) + (ηPWM)

2
(15)

From the formula of Equation (15), the calculated overall energy harvester system efficiency
using PWM (ηsys) is (92.19% + 83.34%)/2 = 87.76%. Thus, by using PWM controlled buck converter,
the overall solar energy harvester efficiency (ηsys) is 87.76%.

9.2. P&O MPPT Efficiency

By using P&O MPPT the max. power available from the solar panel is 2.8 watts. Now the P&O
MPPT efficiency is calculated as:

MPPT Efficiency (ηMPP) =
PMPP

Pm
(16)

From the simulation parameter table, the (PMPP) is 2.8 watts and the maximum theoretical power
(Pm) is 3 watts. Thus P&O MPPT efficiency is calculated as 2.8 w/3 w = 93.33%. Here, the Ploss
also changes due to variations in P&O MPPT of DC-DC buck converter. The Ploss is the sum of
MOSFET switching loss (Psw) and Inductor conduction loss (PL). From the simulation results table,
the output power (Po) is 1.8 W and MOSFET switching losses are 2 mW and inductor power loss
is 20 mW. Thus buck converter efficiency is calculated as 1.8 W/1.8 W+ 22 mW = 98.79%. Finally,
the overall energy harvester circuit efficiency (ηsys) is the average of Buck converter efficiency and
P&O MPPT efficiency.

Overall Energy Harvester Systems Efficiecny using MPPT
(
ηsys

)
=

(ηbuck) + (ηMPP)

2
(17)

From the formula of Equation (17), the calculated overall energy harvester system efficiency (ηsys)
using P&O MPPT is (98.79% + 93.33%)/2 = 96.06%. Thus, the overall solar energy harvester efficiency
(ηsys) using P&O MPPT is 96.06%.

The Table 2 shows the simulation results for PWM and MPPT controlled SEH systems.
Here, the maximum solar power output power (Pm), average buck converter output voltage (Vm),
average buck converter output current (Im), buck converter output power, inductor loss, MOSFET
switching loss, and harvester system efficiency (%) are shown. Clearly, from Table 2, the P&O MPPT
controlled method gives better results as compared to PWM control in terms of output voltage, current,
power, losses and efficiency.
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In Figure 13, a comparision graph of PWM and P&O MPPT harvesting system efficiency
(
ηsys

)
is

shown. Here, the PWM efficiecny 87.76% and P&O MPPT efficiency is 96.06% which is better than
PWM control method.

Table 2. Simulation Results for PWM and MPPT Controlled SEH systems.

Energy Harvester Parameters PWM Control P&O MPPT Control

Max. Solar Panel output Power (Pm) 2.5 watts 2.8 watts
Average Buck Converter Output Voltage (Vm) 3.3 volts 3.5 volts
Average Buck Converter Output Current (Im) 260 mA 500 mA

Buck Converter Output Power 650 mW 1.8 watts
Inductor Loss 50 mW 20 mW

MOSFET Switching Loss 5 mW 2 mW
Harvester System Efficiency (%) 87.76% 96.06%

Figure 13. Comparison of PWM and P&O MPPT Harvesting System Efficiency
(
ηsys

)
.

10. Hardware Experiment

A hardware experiment for the SEH-WSN scenario is performed to monitor the room temperature
wirelessly using a highly efficient of energy harvester system as shown in Figure 14. The complete
SEH-WSN system is divided into two parts i.e., WSN system and an Energy harvesting system.
The Scientech Technologies Private Limited, (New Delhi, India) made WSN trainer kit (Scientech 3211)
is used for the WSN system and a commercial Buck converter (LM2575, Texas Instruments Inc., Dallas,
TX, USA) with a solar panel is used for the solar energy harvesting system.

Figure 14. Hardware Experiment setup of SEH-WSN system.
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10.1. Scientech 2311 WSN System

It consists of a temperature sensor (LM35, Texas Instruments Inc., Dallas, TX, USA), WSN end
node, a WSN USB gateway node and a WSN monitoring software installed on a laptop PC.
The temperature-sensing module (LM35) is connected to the Input-Output (I/O) port 1 of the end
WSN node. The end WSN node measures the temperature and sends data wirelessly to the remote
gateway. The measured data is sensed by the WSN node and sent to the remote gateway node.
The gateway node is connected via USB cable to the computer system. At the computer system,
a software Scientech-2311w is installed which can show the visual representation of the sensor nodes
topology and measured temperature (in degrees Celsius) as shown in Figure 15. In our experimental
setup, the maximum distance between the remote end WSN node and the gateway WSN node is less
than 10 m. The maximum distance between the gateway node and the sensor node can be up to 100 m
using ZigBee communication protocols.

Figure 15. Temperature monitoring readings of the SEH-WSN node on a personal computer.

10.2. LM2575 Buck Converter Based Energy Harvesting System

A 5 watts solar panel and a commercial PWM controlled buck converter module is used as an
energy harvesting system for the Scientech 2311W node. The output voltage from the solar panel is
fed to buck converter, which removes ripples and regulates the output voltage. This ripple-free and
purified dc voltage (3.3 v) is used to charge the rechargeable battery of the WSN node. The LM2575
MOSFET is used for switching action in the PWM controlled buck converter. It provides regulated
dc output of 3.3 volts, 1 A to the WSN node. The maximum efficiency of the LM2575 buck converter
using PWM control is only 80% as specified by manufacturer data sheets in [22]. Therefore, the actual
hardware efficiency of a real-life PWM controlled LM2575 buck converter is less (i.e., 80%) as compared
to theoretical simulation results (i.e., 87.76%). This validates our simulation results by comparing with
a hardware experiment. Table 3 shows various hardware experiment parameters i.e. Scientech 2311w
WSN system parameters, energy harvesting system parameters, and measuring instruments details.
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Table 3. Hardware Experiment Parameters.

Hardware Experiment Parameters Number of Components and Details

Scientech 2311w WSN system:

WSN Gateway Node 1
WSN End node 1

Temperature Sensor Module (LM35) 1

Scientech 2311w WSN monitoring software installed on a
Laptop PC 1

Energy Harvesting System:

Solarcraft Solar Panel 5 w, 8 V, 0.65 A

Generic LM2576, 80% efficient,
PWM controlled DC-DC Buck Converter 3.6 V–40 V, 2 A

Measuring Instruments:

Tektronix 200MHz Digital Storage Oscilloscope (DSO) 1

Multimeter 1

The measured room temperature is 0.301 × 100 = 30.1 degree Celsius, as shown in the Scientech
2311 WSN monitoring software in Figure 15. The MAC address of the end WSN node is also shown
with the actual date (3 July 2018) and time (13:11:12 p.m.) of the reporting of the WSN end node to the
gateway node.

A comparison of various existing solar energy harvesting models for WSN nodes is shown in
Table 4. Similarly, other researchers in Refs. [23,24] have proposed their solar energy harvesting models
with various simulation parameters considered as shown in Table 4. Finally, our proposed solar
energy-harvesting model has the highest efficiency of 96.06% as compared to the other simulation
works reported by the various authors as presented in Table 4.
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11. Conclusions

In this paper, Modeling, Simulation, Optimization and a hardware experiment are performed
for SEH-WSN nodes. Two control techniques for solar energy harvester system i.e., PWM and MPPT
have been analyzed and compared using the MATLAB simulation. The efficiency of the MPPT
controlled buck converter is shown to be better than the PWM controlled counterpart. The battery
SoC and Terminal voltage graphs have been shown. The overall energy harvester circuit efficiency
(ηsys) is calculated by adding Buck converter efficiency and, PWM efficiency and MPPT efficiency.
From the comparison of simulation results, as shown in Figure 14 that the MPPT based Solar Energy
Harvester system efficiency (96.06%) is better than PWM controlled system efficiency (87.76%) in the
MATLAB/SIMULINK simulation. The practical hardware experiment of the SEH-WSN node is used
to monitor the room temperature wirelessly using a PWM controlled buck converter. The maximum
efficiency of the practical LM2575 based PWM controlled buck converter is 80%, which is less than
theoretical simulation results (i.e., 87.76%). In the future, the simulation and hardware experimental
work presented in this paper for SEH-WSN systems can be extended to various advanced MPPT
algorithms like neural networks, fuzzy logic, and machine learning algorithms.
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Abstract: With the emergence of Internet of Things (IoT), the research on Smart Cities with wireless
sensor networks (WSNs) got leveraged due to similarities between objectives in both Smart City
and IoT. Along with them, research in controlling WSN faces new challenges and opportunities for
data aggregation and routing has received consistent focus from researchers. Yet new techniques are
being proposed to address modern challenges in WSN and efficient resource utilization. Moreover,
solutions are required to integrate existing deployed WSN with ever increasing numbers of IoT
devices in Smart Cities, that benefit both. In this work, we present an approach for routing in a
WSN, in which IoT is used opportunistically to reduce the communication overhead of the sensors.
In our approach, WSN deployed in a Smart City interacts with the IoT devices to route the data
to the sink. We build a prototype Integration Platform for the WSN that allows interaction with
IoT devices and utilizes them opportunistically that results in an energy efficient routing of data.
Simulation results show that the direction is quite promising and our approach offers to utilize IoT to
gain unique advantages.

Keywords: data collection; Internet of Things; wireless sensor networks; Smart Cities; Middleware;
routing protocols

1. Introduction

In this era, there are billions of sensor-enabled intelligent devices on the Internet that collectively
form a huge entity known as Internet of Things (IoTs) [1]. According to Cisco [2], by 2020 fifty billion
devices will be connected to the Internet, thus depicting the potential and complexity of using such
an inter-connectivity. An underlying simple concept of ”Anything connected at anytime” [3] in an
IoT opens new ways of interdisciplinary research. From bare hardware sensing platforms to upper
most application layer, IoTs has created new horizons for researchers. IoT devices are spread city wide,
perform their functions and share information for the betterment of quality of citizens’ lives. It is
important to notice similarities in the aims and objectives of both Smart City and IoTs [1].

IoTs encapsulate Wireless Sensor Networks (WSN) as an important component. WSN emerged as
a dominant technology, much before the emergence of IoT, addressing a wide spectrum of application
domains [4,5]. With successful deployment of IoT infrastructure and Smart City test-beds in real cities,
i.e., Padova [6] and Santander [7], more and more government municipalities and corporations are
interested to leverage the strengths of Smart City. The aim is to make better use of public resources,
increasing the quality of life of the citizens, while minimizing the operational costs.

For monitoring and surveillance of a Smart City application, sensors are deployed in a large area,
city wide. Typical examples include traffic management systems [8], structural health management
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systems [9], traffic signal monitoring [8], electronic toll collection systems [10], highway data
collection [8], and automatic number plate recognition systems [11].

Routing is essentially a service required in a WSN wherein sensors sense data using individual
inexpensive sensor nodes and routes the data towards the sink for drawing meaningful conclusions.
Since the advent of WSN in 1960’s [12], there is a plethora of techniques and protocols proposed for
routing and data aggregation in WSN [13–15]. Though sensors are becoming smarter, cheaper, and
smaller in size, they are always energy constrained [4]. Therefore, there is an unparalleled need for
developing innovative energy efficient routing approaches. In the applications mentioned above, often
data has to traverse through a long series of intermediate sensors before it reaches the sink. Thus,
much of the WSN energy is consumed in multi-hop routing.

Practically, Smart City and IoTs in our cities are currently in infancy. There are very few fully
functional IoTs serving the objective of a Smart City. The majority of research works are related to IoT
frameworks, ideas, prototypes, and use cases, which is quite common for an emerging technology.
The ultimate aim of a deployed IoT in the context of Smart City is that every IoT device can be connected
and can share data with other devices for the public betterment. Recent developments in Low Power
Long Range (LPLR) network protocols [16] e.g., LoRa, SigFox, offer low power alternative for sensors.
Yet, they also have shortcomings and cannot be used in each and every application where sensors
are required [16,17]. Moreover, with trends towards Heterogeneous ad hoc networks [18], a wide
community still uses and will keep using traditional mutltihop WSN as a part of their solution [19],
and may use LPLR as well. Thus, our approach can be easily integrated in such scenarios.

In practice, there is a transitional phase where existing deployed WSNs are working, functioning,
serving, and administered separately, while other smart devices are around them, achieving basic
goals of a Smart City and being administered by public sector or a private organization. In our work,
we aim to exploit the IoT devices opportunistically in routing data of separately administered WSN.

Sensors essentially use their energy resources in (i) sensing, (ii) local computation, (iii)
communication of its own data, and (iv) communication of other sensors data. This paper presents
an opportunistic use of IoT for better resource utilization of a WSN by building Integration Platform
(IT Platform). In our work, we reduce resource utilization by allowing sensors to route few data
packets of other sensors to the Sink. Thus, instead of utilizing traditional WSN routing protocols,
we opportunistically use IoT devices in the surrounding environment for routing. This enables the
Sensor in deployed area to conserve energy [20].

To better understand the problem scenario, let us consider a series of sensors deployed at road side
of a Smart City, and there are intelligent cars (as IoT devices) using the road. Figure 1 shows an example
scenario in Dubai City where monitoring sensors are deployed at the highway bridge. Our main idea
is that instead of sensors routing data to the sink located at the end of the road, IT Platform can be
used to let a passing smart car collect the data (on sensor’s behalf) and deliver it to the sink. In case a
smart car starts moving away from the sink, it will inform a sensor of WSN, which in turn may use
another IoT device or may use WSN routing. Usually, IoT devices that are near WSN, are more likely
to get re-charged by their own sources. In contrast, the WSN, once deployed, is hardly re-charged.
Thus, it is natural to use communication resources of these IoT devices and save energy of sensors
in WSN. Since the IoT device owners enable resource sharing and allow IT Platform to be installed,
they should receive some reward. Although detailed discussion of this reward is out of scope of this
paper, we do state a couple of examples. The reward could be in the form of points, redeemed at a
car parking or public charging space. It could also be in the form of giving access to a specific public
information portal.
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Figure 1. A motivational scenario of road infrastructure in Dubai city. The blue star in the middle is
the Sink location. Different roads have red, gray, blue, pink color where sensors are deployed.

We want to emphasize that using our IT Platform, we are making explicit use of IoT devices,
considering them as a part of the environment [20] in which WSN is deployed. This is contrary to the
traditional research conducted for routing in WSN for IoT, where in most cases an existing protocol is
adapted and reused for routing in WSN for IoT applications. Thus, IoT devices are not an integral part
of our WSN, rather they are the Smart devices passing by the area where a separately administered
WSN is deployed. This makes our approach a novel data collection and routing scheme.

The main contribution of this paper is (1) a novel idea with a prototype that uses IoT devices in a
pragmatic scenario for conserving energy in a WSN, (2) IT Platform connects an existing WSN with IoT
devices that are in the surrounding environment, and (3) evaluation of the prototype from multiple
aspects. We describe our problem scenario and illustrate by extensive simulations that demonstrate
and evaluate the IT Platform. It is observed that by using IT Platform that opportunistically uses IoT
devices, not only WSN energy is conserved but packet reception rate is also improved.

The rest of the paper is organized as follows. Section 2 summarizes other research efforts related
to our work. In Section 3, problem scenario and requirements are defined. IT Platform is detailed in
Section 4. The Castalia simulator, experiment details, and evaluation are discussed in Section 5. Finally,
Section 6 concludes the paper.

2. Related Work

Our work is related to routing and data aggregation in the context of IoTs and Smart City. Right
from the beginning of WSN in 1970’s, routing in WSN has always been one of the main concern. There
are a large number of techniques proposed for energy efficient routing and data aggregation. These
include routing with heterogeneous sensor nodes, cross network protocols and platforms, and routing
with mobile sinks. A few recent surveys by Pantazis et al. [21], Sheng Yu et al. [22], and Sara et al. [13],
can be referred for details. An interesting research related to our work, is to use few high power long
range devices in a network of short ranged sensor nodes. For instance, Yarvis et al. [23], demonstrates
that the network life time and delivery ratio can be increased by using few long range sensors.

With the advent of IoT and Smart City, the routing protocols are revisited. Most of the routing
and data aggregation schemes in IoT can be categorized in to two kinds. One is related to the IoT
applications only, where the research discusses IoT application requirements and suggests adjustments
or compatibility of a protocol in the new application domain. For instance, Machado et al. [24] present
an improvement of AODV (Ad hoc On-demand Distance Vector) routing protocol [25] for the IoT
applications that considers QoS (Quality of Service), reliability, and energy efficiency. Park et al. [26]
also enhances AODV protocol using a probabilistic approach for increasing the network lifetime
and reducing consumed energy. There are works that focus on specific WSN types, such as wireless
mulimedia sensor networks [27].
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In contrast, the second kind of research, which is more related to our work, uses multiple types
of machines with heterogeneous capabilities to communicate and aggregate data. This requires
substantial support by middle-ware frameworks and platforms to cope with heterogeneity of devices.
For instance, Sancheze et al. [7] illustrate the design of a large scale IoT test bed and discuss the use of
hierarchical architecture for routing data. Similarly, Zanella et al. [6], present technologies, protocols,
and architecture for Smart Cities and suggest guidelines adapted in Padova Smart City project.

A rather different approach is used by Al-fagin et al. [28], wherein a priced public sensing
framework is proposed for public data delivery gathered from cloud and heterogeneous resources.
The work is data centric, focused on supply and demand chain of public data from mobile phones.
Orsino et al. [29] introduce data collection in cellular devices using device to device communications
in an IoT and Smart City setting. This results in more efficient resource utilization and minimizes
energy consumption. They use one device that aggregates data from several surrounding devices and
then sends the data to cellular station, instead of each device sending data individually. Very recently,
an overview of using traditional WSN protocols for achieving device to device communication in IoT
has been presented by Bello et al. [30].

Our work is different from existing works since it considers a static WSN, deployed in a Smart City.
Mobile IoT devices owned by public or private owners are external to this deployed WSN. This is a
typical scenario for technological evolution in a city, where every device may get connected yet some
internal systems may remain individually working. Thus, as explained later, we exploit the presence of
these IoT devices. They are used by our platform for the benefit of both WSN and IoT devices. In our IT
Platform, we can use any routing protocol that is suitable to the domain of WSN applications. We use
AODV routing protocol [25], which is a well accepted and a well studied protocol for WSN [21].

Emerging technologies of low power long range sensors [16] mostly use ISM band and keep
power consumption low at the cost of increased delay and low data rate. These technologies, typically
LoRa and SigFox, use star topology to connect to the base station while we are interested in improving
a generic WSN that uses multihop routing.

To the best of our knowledge, the work close to our research of using environment
opportunistically is by Cardone et al. [31] and Jayaraman et al. [32]. In the former, the authors
construct MANETs (Mobile Ad hoc NETworks) of a machinery in a mine to route urgent data. While in
the latter, the authors use context-aware mobile phones to act as data collectors from sensors. Our work
is different from both as sensors work in multiple activity modes and search for IoT devices in vicinity
while their basic idea is to use context based architecture or MANETS by smart devices. Moreover,
our sensors are in sleep mode when not communicating to save energy. Khalil et al. [33] integrate an
existing WSN of a Smart building to an IoT environment using gateways and main server to deliver
the data to the mobile user. However, their work is not related to exploiting IoT devices, rather they
connect WSN with Internet and hence the mobile user.

3. Problem Details

In this section, we describe the scenario and the details of the problem we address.

3.1. Problem Scenario

Typically, each sensor node consumes energy in three major ways of, sensing, local computation,
and communication. The communication is related not only for its own data, but also for multi hop
routing of other sensor’s data to the sink. In the context of Smart City, we want to exploit the presence
of IoT devices near our WSN. Consider a typical case in a city where sensors are deployed city wide.
Sensor nodes are equipped with short range communications. The data is gathered at the sink, located
in the middle of the city. In a normal scenario, the data is aggregated at the sink by using multi hop
routing in WSN. IoT devices, are moving on the road where sensors are deployed along its sides.
Figure 2 shows example of a typical scenario of city center of Sharjah, UAE.
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Figure 2. Sharjah city center, a typical scenario in which 100 sensors (red dots) are being placed at
random location in a 200 by 200 m region.

3.2. Requirements

Considering the above scenario, our IT Platform should be able to satisfy the following
requirements:

1. Interaction with the IoT devices: The IT Platform should enable WSN to interact with IoT
devices when they are available.

2. Independent routing: The platform must allow WSN to continue delivering data to the sink
using their normal routing protocol, if there is no IoT devices in the vicinity. This is important
since WSN should not be fully dependent on IoT devices, as IoT devices are not a part of their
network. Rather they are exploited opportunistically.

3. Energy efficiency: By exploiting IoT devices, energy consumption in WSN is conserved.
4. Network lifetime: The energy of WSN should be consumed in such a way that a few sensor

nodes shouldn’t be drained quicker than rest of the network, rather all sensor nodes should
be used in a balanced way. This means that along with energy conservation the time duration
between first dieing node and the most dieing nodes (making network non-functional) shouldn’t
be long.

5. Data delivery: Typically when IoT devices are exploited, the amount of received packets should
either be the same or should be increased as compared to routed only using WSN. Thus, packet
loss could be minimized.

Following, assumptions are made that simplify the problem scenario and provide
better understanding:

• IoT devices are Vehicles/cars/passengers;
• WSN is surrounded by IoT devices, but can function without them; and
• WSN nodes send their data to a single sink.
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4. The Integration Platform

Before discussing IT Platform, we first clarify our envisioned IoT. Although there are many
alternative definitions of IoTs, we particularly want to state the one by Versman et al. [3] as “Internet of
Things could allow people and things to be connected Anytime, Anyplace, with Anything and Anyone, ideally
using Any path/network and Any service”. We adopt this definition since we believe that it encompasses
a broader vision of IoT.

In our IT Platform, we used a two layered approach for routing data, WSN layer and IoT layer.
As shown in Figure 3, the IoT layer is independent of WSN, and is not a part of WSN. IoT devices are
moving in the vicinity of the WSN nodes, while their communication capabilities for data transfer in
WSN is being exploited. To route the data packets to the sink. WSN layer can use any routing protocol,
according to the requirements of its application. We use AODV (Adhoc On-demand Distance Vector)
routing protocol [25] which is a well known routing protocol for WSNs.

Figure 4 shows the role of the IT Platform in internal architecture of both a sensor node and an
IoT device. IT Platform is responsible for routing the data packets either using WSN routing or an IoT
device. When an IoT device is in the vicinity, it is discovered and data is sent to it. When IoT device
moves away from sink, IT Platform fetches data back to WSN layer by selecting a suitable sensor.
If there are enough IoT devices around, the sensors remain in the sleep state and avoid multihop
routing. The work-flow is briefed in the following subsections.

Figure 3. The two layers used by our platform.

Figure 4. The internal architecture of a Sensor and an Internet of Things (IoT) device.

4.1. IoT Discovery and Negotiation in IT Platform

When a sensor has data, it first tries to send it via IoT layer. A hello message is broadcasted to find
any IoT device in vicinity. If an IoT receives such message and its direction is towards Sink, it replies
to the sensor. The reply message contains IoT’s distance from the Sink, and the speed. When multiple
IoTs reply, on discovering them the sensor will select one based on RSSI value, distance and speed of
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IoT using Algorithm 1. In lines 7 and 8, while calculating the score of an IoT device, the RSSI value is
given increased importance as compared to distance and speed. bestValue is the score of so far best
IoT device. The sensor sends a confirmation message and on receiving the acknowledgement of that
message, the data is sent to the selected IoT device. The IoT acknowledges the data reception.

Algorithm 1 getBestIoT
iots[] = //array of IoT objects
iot.rssi = //received signal strength indicator value
iot.distance = //Maximum distance between two points minus distance of IoT from Sink
iot.speed = //Maximum allowed speed in which communication is possible minus speed of IoT

1: procedure GETBESTIOT(IOTS[])
2: for each p ∈ iots do //remove iot replies with less than threshold RSSI.
3: if p.rssi < threshholdRssi then

4: iots.remove (p)
5: end if

6: end for

7: best = iots[1]
8: for each p ∈ iots do

9: bestValue = 2 * best.rssi + best.speed + best.distance
10: pValue = 2 * p.rssi + p.speed + p.distance
11: if pValue > bestValue then

12: best = p
13: end if

14: end for

return best
15: end procedure

When a sensor doesn’t get any reply from IoT, it uses its WSN routing protocol and sends the data
to the next hope accordingly. If the next hope is in IoT mode (modes discussed in next sub-section),
the sensor knows the next hope (neighbor’s) time slot and sends data accordingly. When next hop is in
Normal mode, its Rx will be ON all the time and can receive data from the sender sensor at any time.

4.2. Sensor Activity Modes in WSN Layer

There are two activity modes for Sensors; (1) Normal mode, (2) IoT mode. The sensors select
between the communication modes using a gossiping protocol [34]. The main idea is that by default
a sensor remains in Normal mode which uses maximum energy. When there are ample IoT’s in
the environment to take the communication load from sensors, sensors switch to IoT mode that
uses lesser energy. The algorithm for switching between the two modes is discussed in Section 4.5.
When appropriate, IoT mode is turned On for some time.

The time is divided into frames of 500 ms, and each frame is subdivided into slots as shown in
Figure 5. In each frame, there is an initial listening slot (ILS), in which all sensors keep their receivers
on regardless of which mode they are in. When in IoT mode, there are 10 equal slots for communication
so that (1) Radio remains On only in relevant time; (2) minimal signal interference from neighbors
while message passing; and (3) the neighbors do not face contention. The slots are assigned among
sensors using a simple method, node id modulo number of slots in a frame.

ReceiveSlotNo = SNId/noO f SlotsInFrame (1)

In this way each node is aware of its own communication slot and its neighbors
communication slots.
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In normal mode, the radio Rx is On for the whole time. When there is any data to send then it
goes to Tx mode and after transfer switch back to Rx mode. It is ensured that Rx is on at ILS in the
beginning of each frame. In IoT mode, the Rx turns On only at ILS and if any data is expected, it keeps
Rx ON in the sensors own communication slot. The Tx is turned ON according to the Rx slot of the
next hop.

For IoT discovery and negotiation the sensor’s own communication slot is used. For the rest of
the frame sensors the radio is in the sleep mode for saving energy.

(a)

(b)

Figure 5. Sensor communication frames. (a) Frame structure for sensors in the two activity modes.
(b) Frame and slot length information.

4.3. Sensor Selection By IoT

When an IoT changes its direction and goes away from the Sink, it has to drop data back to the
WSN layer. To avoid sending data to sensors while they are sleeping, IoT device is given the time
synchronization information about when sensors are awake and ready to listen to data. When data is
sent to IoT (Section 4.1), frame start times are also shared. This makes IoT aware of the ILS at WSN
layer. Therefore, it broadcasts a dropHello message to WSN layer sensors considering this ILS’s time.
Sensors reply IoT with in a dropReply message with their location, Rx slot and energy level. Based on
RSSI value, energy level and distance from Sink, IoT selects a best sensor using Algorithm 2. In lines 2
to 4, the replies of Sensor nodes with lower than threshold value of RSSI are discarded, which ensures
quality in communication. Lines 6 to 10 finds the Sensor node with best score. The IoT then informs
the sensor to send the data in the sensor’s Rx slot.

4.4. Traversing of Data Packets

In a nutshell, data packets are sent towards the sink using two layered approach. Figure 6 depicts
basic sequence of communication between Sensor nodes and an IoT devices. After discovery and
negotiation with IoT, Sensor sends the packet to the IoT device. IoT acknowledges the receipt of packet
to the sensor so that sensor does not have to forward the packet using default routing protocol. When
the IoT device changes the direction, it sends the information (data packet) back to the WSN layer,
where the receiving sensor repeats the process.
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Algorithm 2 getBestSN
SN[] = //array of SN objects
SN.rssi = //received signal strength indicator value
SN.distance = //Maximum distance between two points minus IoT’s distance from Sink
SN.energyLevel = //Remaining Energy of Sensor

1: procedure GETBESTSN(SN[])
2: for each p ∈ SN do //remove SN replies with less than threshold RSSI.
3: if SN[i].rssi < threshholdRssi then

4: SN.remove (p)
5: end if

6: end for

7: best = SN[1]
8: for each p ∈ SN do

9: bestValue = 2 * best.rssi + best.energyLevel + best.distance
10: pValue = 2 * p.rssi + p.energyLevel + p.distance
11: if pValue > bestValue then

12: best = p
13: end if

14: end for

return best
15: end procedure

Figure 6. The communication steps between wireless sensor networks (WSN) and IoT layer elements.
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In case the IT Platform component in the Sensor is unable to find any IoT device that is moving
towards the Sink, the sensor continues the multi hop routing using its default routing protocol in the
WSN layer. When the IoT device changes its direction, IT Platform enables IoT to send data packet back
to WSN layer. Algorithm 3 shows the IsDirectionToSink algorithm in the platform for the IoT device.
The algorithm is used to decide if it is moving towards or away from the sink based on euclidean
distance as shown in lines 2 to 3. Table 1, shows the list of messages used in communication during
traversing of Data Packets.

Algorithm 3 IsDirectionToSink
previousX = //previous X position of IoT device
previousY = //previous Y position of IoT device
currentX = //current X position of IoT device
currentY = //current X position of IoT device
sinkX = // X position of Sink
sinkY = // Y position of Sink
getDistance(x1,y1, x2,y2) // returns euclidean distance between two points

1: procedure ISDIRECTIONTOSINK(DATA)
2: currentDistance = getDistance(currentX, currentY, sinkX, sinkY)
3: previousDistance = getDistance(previousX, previousY, sinkX, sinkY)
4: if currentDistance > previousDistance then

5: returnValue = True
6: else

7: returnValue = False
8: end if

return returnValue
9: end procedure

Table 1. List of messages exchanged by elements of integration platform (IT) Platform.

Message From To Description

send (helloIoT) SN IoT Message to search IoT in vicinity

send (distance, speed) IoT SN IoT reply message to SN

send (selectedOK) SN IoT SN confirms IoT as selected candidate

send (OK) IoT SN IoT reply OK to selection as approval to send
data and waits for dataPacket.

send (dataPacket, synchTime) SN IoT SN sends dataPacket along with synchTime of WSN

send (dataAck) IoT SN Acknowledge message for data reception

send (dropHello) IoT SN Hello message to find SN to drop dataPacket to WSN layer.

send (energy, RxSlot, location) SN IoT Reply to dropHello message with SN’s energy level
and location

send (selectedOK) IoT SN IoT confirms SN as selected SN for sending data

send (OK) SN IoT Reply OK to selection as approval to send dataPacket

send (dataPacket) IoT SN IoT drops datapacket to selected SN

send (dataAck) SN IoT Acknowledge message for data reception

4.5. Gossip Protocol

By default the sensor remains in the Normal mode. Based on two factors, (1) number of replies
from IoT devices and (2) number of received messages (IoTExists messages) from neighbors, IoT
mode is turned On for 1 min. IoT exists messages are sent using gossip algorithm inspired from
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SIR gossip protocols [34]. The Gossip protocol algorithm is shown Algorithm 4. The push method
is used by a Sensor node when it is discovering IoT devices. In line 6, on receiving ample replies
from IoT devices, it changes its state to IOT and pushes this information to other sensor nodes using
pushIoTExistMessage(m) method at line 12.

Algorithm 4 GossipAlgorithm
sendIoTExistMessageTo (P,m) = //sends message m to neighbor P
isIoTRepliesEnough() = //returns True if no. of IoT replies is >= 3, else returns False
state = //represents the current state of node

1: procedure GOSSIPALGORITHM() //Push method
2: while true do

3: wait Δ
4: if isIoTRepliesEnough() then

5: m.age = -1
6: pushIoTExistMessage(m)
7: end if

8:
9: end while

10: end procedure

11: procedure ONIOTEXISTRECEIVE(M) //Push Receiver method
12: if m.age < 2 then

13: pushIoTExistMessage(m)
14:
15: end if

16: end procedure

17: procedure PUSHIOTEXISTMESSAGE(M)
18: P = //random neighbor
19: if state == NORMAL then

20: state = IOT
21: end if

22: IoTTimerSet(1min)
23: m.age ++
24: sendIoTExistMessageTo (P,m)
25: end procedure

Once a sensor decides to turn On IoT mode, it is for 1 minute. It broadcasts IoTExist (age = 1)
messages to other sensors. Each receiving sensor that receives using procedure at line 8, re-broadcasts
message after incrementing age unless age of the received message is two. Thus such messages stop
after two hops.

If a Sensor node does not receive such messages, and only one IoT reply, then it keeps itself in the
Normal mode. The sensor can still communicate with IoTs. However its energy consumption can not
be avoided.

4.6. Advantages of IT Platform

We used a layered approach which is not hierarchical. We claim that there are several advantages
of this approach. For example:

• Using IT Platform and IoT devices, there is no notable overhead on a sensor due to communication
between the two layers.

• When the network gets disconnected due to nodes with depleted energy or any other reason, then
packets can still reach the the Sink via IoT devices.
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• Overall WSN communication load is reduced by exploiting the IoT devices. This is because the
inter communication between the sensor nodes for multi-hop routing to the Sink is reduced.

• By allowing sensors nodes to sleep more, the idle listening is reduced and less energy is consumed.
• The platform does not require any extra computations, thus no additional computational overhead

on sensors.
• There is no additional sensing load on the sensors of WSN.

5. Simulation Details and Results

To evaluate the proposed approach, we used a well known network simulator Omnet++
(version 4.6). For simulating WSN particularly, we used Castalia framework [35] on top of Omnet++.
Castalia is a specialized simulator that mimics the real world sensors. It is commonly used by
developers for prototype testing of naive ideas and protocols [36].

5.1. Evaluation Metrics

WSN performance can be evaluated by a variety of metrics. Corresponding to our requirements
discussed in Section 3.2, and considering those used by most of the researchers, we used the
following metrics:

1. Energy consumed: Average energy consumed by all sensors is depicted using this metric.
The simulator measures energy consumption by considering the amount of time sensor radio
has been in receive or transfer mode [37]. It is independent of data transfer or receive activity in
a mode rather depends on duration the sensor is in specific mode. Table 2 displays the energy
consumption of CC2420 Radio we simulated, in different modes [38].

Table 2. Power consumption in CC2420 Radio.

Parameter Power

Radio Off 0.04 mW

Radio Sleep 1.4 mW

Radio Receiver 62 mW

Radio Transmitter (0 dBm) 57.42 mW

Radio Transmitter (−5 dBm) 46.2 mW

2. Network lifetime: This metric also depicts energy consumed, but shows the lifetime of the whole
network. Using a conservative approach, the network is considered non-functional whenever the
first node dies.

3. Nodes Alive: Shows the percentage of sensor nodes alive at specific simulation time.
4. Packet reception rate: This metric shows the rate of number of packets received by the sink as

compared to the number of packets sent by each of the sensors. Any duplicate packet is discarded
by the sink. The packet loss is there because, in all kinds of wireless communication, as we are
using realistic simulation models (Section 5.2), it is common that there is some packet loss.

5.2. Simulation Environment

In our simulator, we visualize our approach with realistic wireless channel conditions and
radio models. Interference is handled using received signal strength. Due to this realistic channel
modeling, there is some packet loss caused by interference or poor value of received signal strength.
The wireless channel is defined as a map of path loss and not simply by connection between sensor
nodes. Moreover, at radio level, probability of reception depends on SINR (Signal to Interference and
Noise Ratio). Multiple TX power levels of Radio can be configured for individual sensor nodes.
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5.3. Simulation Setup

A two dimensional coordinate plane is used with 10 to 100 m, with multiple network
configurations of 20 to 90 nodes, spread uniformly. There is one sink in the middle of the network.
Mobile IoT devices randomly move in the region in straight lines. The radio power of each Sensor
nodes and IoT device is −5 dBm and 1 dBm, respectively. The simulation time of each run of the
experiment is set to 915 s, and each experiment is repeated 20 times with random seeds. Considering
the data rate guidance by Zanella et al. [6], Sensor nodes generates 20 bytes of data every 2 s. This data
rate is specifically suitable for monitoring applications wherein data rate is consistent but not very
high. As discussed by Zanella et al. [6], many application domains of WSN have similar data rates
with most of the sensors generating data at a consistent frequency.

5.4. Simulation Results

In this section, we discuss the evaluation results of our simulations using the three metrics
discussed earlier.

To restate, IoT devices are not a part of WSN, rather they are external to the WSN, and WSN
opportunistically uses them to route its data. Figure 7 shows our main result that with our prototype
implementation Sensor nodes energy consumption is reduced almost four folds. WSNOnly means no
IoT’s are involved in routing data to Sink. With-IoTs means there are IoTs available that move around
in WSN environment and the IT Platform uses them opportunistically.

Figure 7. The energy consumption of WSN when integration platform (IT) Platform is used.

A more detailed view of energy consumption is depicted in Figure 8. As shown in Figure 8a, with
increase in network size when only WSN routing is used, energy consumption is increased in a linear
fashion. While with the IT Platform, the energy consumption is increasing much slowly. With bigger
networks the gain of using IT Platform is three times larger.

We designed an experiment to understand the effect of using IoT devices. In this simulation, we
kept the network fixed and added IoT devices in the environment. The results are shown in Figure 8b,
where less energy is consumed with more IoT devices. This is because using IT Platform, the sensors
are able to sleep more and their routing load is lowered. When the number of IoT devices is 30, there
is a three times gain in energy conservation. In Figure 8c, it is found that as a result of lower energy
consumption, the network lifetime is increased. The WithioTs line shows that the gain is almost three
to four times consistently as network size is increased.

In Figure 9, we showed results of analyzing the energy usage of sensors over the simulation time.
The gradual depletion of energy in sensor nodes can be clearly seen in Figure 9a. Figure 9b shows
the sudden death of the whole network in three seconds, while a slow death of network in 20 s is
seen in case IoT devices are used. Thus, it gives more margin of action to take appropriate measures.
Furthermore, due to the use of IoT devices, the sensors are still able to send data to the Sink when their
multihop routing is no longer working due to dead sensor nodes.
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(a) (b)

(c)

Figure 8. Energy consumption is decreased using IT Platform. (a) Larger the network, more energy is
saved; (b) With increase in no. of IoTs, Sensor nodes consume less energy; (c) Consistent increase in
Network lifetime with increase in network size.

(a) (b)

Figure 9. (a) Network lasts four times longer by using IT Platform that uses IoT devices. (b) [Left] All
nodes die instantly, [Right] Nodes die in slow fashion using IT Platform.

From the perspective of Reception rate, as depicted by Figure 10, it is slightly increased and more
stable by the use of IT Platform. We think that it is due to our careful selection of IoTdevices and sensor
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nodes using RSSI values. Moreover, due to the use of frames and slots for communication, there is
less chance of interference while communicating. This packet loss is due to near realistic modeling of
Radio and wireless channel of Castalia.

Figure 10. Improvement in Reception rate of WSN when IT Platform is used.

6. Conclusions

Our society is continually adapting and embracing the new paradigms of IoTs and Smart City
as they come along with not only new requirements and challenges, but have new opportunities
to embrace and exploit as well. Moreover, there is a need to integrate existing systems with new
paradigms that utilize new platforms and frameworks.

In this paper, we have introduced and detailed an IT Platform that exploits IoT devices to bypass
existing traditional multihop routing in WSN. This leads to an overall improvement in the performance
of WSN with respect to energy consumption, network lifetime, and reception rate without creating any
significant load on the sensors. The IT Platform enables WSN to save its communication cost and use
its energy mainly in sensing, while giving reward opportunities to the IoT device owners. Currently,
our cities have Smart devices, but are not fully integrated with each other and do not exploit the full
potential of IoTs and Smart Cities. Thus, IT Platform can be used in such scenarios to improve the
efficiency of a deployed WSN using the ever growing number of IoT devices in the city.

In the future, we plan to use our framework alongside other energy saving recent MAC protocols
like TMAC. We will evaluate the effect of using IoT devices if TMAC protocol is used while overcoming
the synchronization challenges for mobile IoT. Moreover, we can also extend our work by improving
the algorithms for specific application domains and by evaluating our approach with multiple routing
protocols. Additional efforts are required to fine tune the frame size and slot size according to the
network density and network traffic, which can yield more energy savings.

Author Contributions: All authors contributed together to realize this work and its hard to specify.
Conceptualization and methodology by S.H., Z.A.A. and A.M.K. Software and original draft preparation by S.H.
Validation, writing, reviewing, editing, supervision, by D.P.A., Z.A.A. and A.M.K.

Funding: This research work is funded by University of Sharjah, Big Data Minning & Multimedia Research
Group.

Acknowledgments: The authors are thankful to the University of Sharjah for its support. Special thanks to
Nayyab Zia Naqvi and Shahab Ud Din for their valuable discussion and comments.

Conflicts of Interest: The authors declare no conflict of interest.

156



J. Sens. Actuator Netw. 2018, 7, 46

Abbreviations

The following abbreviations are used in this manuscript:

IoT Internet of Things
WSN Wireless Sensor Networks
IT Platform Integration Platform
SN Sensor Node
QoS Quality of Service
MANETS Mobile Adhoc NETworks
AODV Ad hoc On-demand Distance Vector
LPLR Low Power Long Range
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